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PREFACE

A GCP Symposium on the subject of 'Tactical Air Launched Missiles" was held in 1980 at Egiin AFB, Florida, USA.
Many advances in guidance sensor technology and guidance/control implementation techniques have taken place since that
time. In addition, there have been advances in various guided weapon subsystem technologies which have important impacts
on guidance and control requirements and design techniques.

The direct cost of guidance and control system design as well as test and evaluation has placed much more emphasis on
simulation. In particular, physical simulation using hardware/software-in-the-loop techniques has experienced considerable
importance.

However, all advances in sensor-and signal processing technology and guidance/control techniques only lead to
improvements in operational effectiveness if a total systems approach to the vehicle/weapon/mission environment is pursued.

It was felt. th, refore that a symposium on this subject in 1987 was timely. The symposium treated both air-to-air and air-
to-surface weapon systems and emphasised guidance and control technology advances and guidance impacts from advances in
other areas.

La Commission Guidage et Pilotage avait organis6 A EGLIN (Floride), une conference sur le theme des "Missiles
Tactiques Air-Sol et Air-Air". Depuis lors, de nombreux progres ont td r alis~s dans ia technologie du capteur de guidage et
dans les techniques de mise en oeuvre du guidage et du pilotage. Ces progr~s concernent 6galement les technologies des sous-
syst~mes d'armes guidees et plus precisement les exigences du guidage et du pilotage ainsi que les techniques de conception.

Le coOt direct de la conception du guidage et des essais et 6valuations correspondants a amplifie l'importance de la
simulation. C'est le cas, en particulier, de I'utilisation des techniques de simulation physique avec 6liments rdels dans la boucle.

Toutefois, les progres de la technologie des capteurs et du traitement de leurs signaux ne conduisent A des avancdes que si
se poursuit une approche globale de l'environnement vehicule-arme-mission.

II est donc apparu qu'un symposium consacri A ce sujet en 1987 serait appropri6. Cette conf6rence a traite des syst~mes
d'armes air-air et air-sol. Elle a mis l'accent sur les progr~s du pilotage et du guidage et sur les repercussions, en ce qui concerne
le guidage, des avancdes realisees dans d'autres domaines.
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TECHNICAL EVALUATION REPORT

by

C.Baron. MSc
18 Vicarage Lane

The Bourne
Farnham, Surrey GU9 8HN

UK

1. INTRODUCTION

The Symposium was held in the National War Museum, Athens, from the 5th to the 8th may,
1987. The programme Co-Chairmen were Dr W P Albritton of Rexham Aerospace, USA and
Mr U K Krogmann, Bodenseewerk, FRG. The meeting was attended by 161 people, the largest
delegations coming from the FRG, the UK, France and the US, in that order. In addition
to the Symposium, a special session was organised at the request of the Hellenic
authorities on the subject of "Simulation Aspects of Air Launched Wedpons". Since this
was solely for the benefit of the Host Nation's engineers, however, it is not reported
here.

2. THEME AND OBJECTIVES

Modern defences ensure that aircraft will have extreme difficulty in penetrating heavily
defended areas, and the development of improved stand off weapons is therefore of the
greatest importance. Current weapons which have sufficient stand off suffer however
through being effectively limited to targets of high value and physical prominence, the
former because of the high cost of the weapons themselves and the latter because of
their limitations in navigation and target discrimination. Since the guidance and
control system plays a large part in determining both cost and performance, there should
obviously be great value in holding a symposium on the subject, enabling the
presentation and comparison of recent progress, and the informal interchange between
national experts which so often is even more valuable than the formal programme itself.

3. OPENING ADDRESSES

On behalf of the Host Nation, the Symposium delegates were welcomed to Greece by
Major General G Stafilidis who in addition to being Chief of C Branch of the Hellenic
Air Force General Staff, is also Greek National Delegate to AGARD. He stressed the
importance of achieving more effective and affordable weapons; this would require
improved collaboration between experts of different disciplines and different nations,
and he welcomed the meeting as a contribution to this end.

The Keynote Address was given by Major General P Kontodios, lately National Delegate to
AGARD and now Adviser to the Deputy Minister of Defence. He envisaged the programme
doing justice to the subject, covering the range from low cost reliable components
through to complex weapon systems. Smaller nations like Greece must adapt to use new
technology because it offers the possibility of resistance to superior numbers, but
experience has taught them that complex systems are often unreliable. This led him to
pose a number of questions. Can improved performance be reliably achieved at lower
cost? Cannot simpler solutions be found by the exercise of ingenuity? Can they be
developed without imposing increased workload on the humans in the system, whose
capability cannot be increased?

For the less developed nations co-operation in research, development and production of
new weapon systems has great attraction, and it may be that their very situation will
make it possible for them to contribute towards simpler solutions to problems. The
Alliance should make serious efforts to facilitate their participation, and a range of
modular ASM's may provide a very suitable opportunity for it.

4 TECHNICAL CONTENT

SESSION I: GUIDANCE DATA SOURCE ADVANCES

This session provided an interesting view of progress in missile navigation components
and technology. Papers 1 and 3 dealt with gyros in contrasting states of development.
Kay (1) described a fibre optic gyro which, while still in the laboratory stage, has
shown promising performance combined with ruggedness, quick starting and low cost.
Hanse (3) on the other hand presented a miniature version of the well khown and highly
developed Honeywell range of ring laser gyros; ingenuity was displayed in both papers in
design and production techniques towards achieving cost aims of $500 and $1000
respectively, which should be attractive to missile designers.

More radical solutions however may also be available in the future. Petit (2) described
the achievement of three axis gyrometry using multiple orthogonal paths with common
mirrors, etc, within an octahedron block. Feasibility had been demonstrated in a 250i,m
diameter (sic) model, and tests were now under way on a unit of maximum dimension 80mm.
Though in principle this should yield a low cost system, this may not be achieved
easily. In an equally innovative approach, an inertial measurement unit based entirely

Viii



on accelerometers was described by Stewart (4); by measuring the induced Coriolis
acceleration of a vibrating accelerometer, angular rate and linear acceleration can both
be measured in a single accelerometer. The key to the successful demonstration of the
concept was a silicon accelerometer, a cantilever beam suspended pendulum,
electrostatically nulled, within a silicon wafer. Unfortunately, whereas most other
papers aroused discussion,this one followed the lunch break and delegates failed to
extract the vital missing information on this system's performance. However, given its
small size and power requirement and a quoted system cost of around $2000, interest
cannot fail to be sustained. Contrasting with these revolutionary approaches, a
perennial topic of the past was now brought to light again by Ritland (5). improvements
in Doppler radar sensors have now made it worthwhile to consider their possible
application, in combination with modern inertial sensors, to missile navigation, and
this study had been carried through to flight testing. Where high precision and long
range is required it appears that Doppler with a low cost IMU could be competitive with
a high quality pure inertial system. Given the alternatives, and the limitations of
Doppler (e.g. over water) applications of real promise are not obvious however.

Finally, leaving navigation aside, Lang (7) discussed the use of acoustic sensors for
terminal guidance of low velocity submunitions. While in many ways it might appear
unpromising, such a system offers some attractions: it is passive, self limiting to
noisy objects (tanks, helicopters), can operate at night, in fog or dust or any but
heavy rain, and is not decoyed by dead targets. The slow measurement rate, however,
places limitations on vehicle speed which make it difficult to deal with target motion,
at least at 'normal helicopter speeds. Simulation, however, indicated good results
against tanks, though the audience expressed some doubts about discrimination between
multiple targets. It may be that acoustic homing could provide a complementary addition
to IR without excessively increasing the cost.

SESSION II: FLIGHT PATH CONTROL ADVANCES

In many missile applications the problems of flight control have been effectively
solved, but there remain a number of areas where the search for improved performance in
more exacting situations calls for fresh advances, and the availability of digital
systems of almost unlimited capability offers solutions hitherto unattainable.

Perhaps the most obvious such case is that of the short range air to air missile; all
such missiles so far have been seriously limited at the shortest ranges, and the
increased manoeuvre capabilities of modern fighters have accentuated the problem. The
papers by Hartmann (8) and Willman (13) directly addressed this situation, the former
dealing with a practical design for a high performance wingless missile, and the effects
of the associated non linear aerodynamics, while Willman offered a means of achieving an
optimized guidance law over all ranges by a weighting approach to flight conditions. A
theoretical route to non linear system design, based on Markov procedures, was discussed
by Haddad (9) providing the possibility, with today's computing capabilities, of
practical non linear filtering. For air to air missiles of longer range the strapdown
inertial reference system has its attractions, and Lemoine (10) described its use to
decouple the homing head from missile body motion, and compensate for radome
aberration, so improving homing accuracy.

The terminally guided submunition poses an equally critical but rather different
problem, that of achieving accurate guidance in very small size and at very low cost,
though in relatively simple flight conditions. Kindly suostituting at the last moment
for a withdrawn paper, Trottier (11) considered the design problem of attacking a tank
from a TGSM initially in level flight; an assumed upper limit to seeker sightline rate
determined a low TGSM speed and hence a large wing size, suggesting that the more usual
vertical approach from parachute suspension may be preferable.

Finally Moyan (12) described the design of a passive terrain following system integrated
with terrain reference navigation, showing how the required system performance
characteristics led to the autopilot design, which was unusual mainly in taking
advantage of the opportunity to use pre-knowledge of required manoeuvres. The paper
concluded with an interesting analysis of exposure and vulnerability in relation to TF
performance.

SESSION III: OPERATION REQUIREMENTS, SYSTEM CONSIDERATIONS

In a session which gave interesting coverage of overall system design issues the first
part was taken by the aircraft designers. Reviewing the various types of air launched
weapon Pagniez (14) showed how the increasing performance and complexity of modern
missiles is making ever more demands on the aircraft system. Close collaboration
between aircraft and weapon designers was rightly demanded, and the weapon designer must
take particular care not to make excessive demands on the single seat aircraft pilot, or
to place requirements on the aircraft which increase its vulnerability.

In a slightly smaller canvas, Derrien (15) discussed the particular manoeuvres and
profiles that the armed services call for from their helicopters, and demonstrated how
this had led to design methods and ultimately to system designs for helicopter flight
control.

The complex tactical situations facing the fighter pilot in the central European theatre
were the concern of Mitchell (16) who described an attempt, through battle simulation,
to design systems to assist pilots in tactical decision taking.
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The next three papers in their different ways represented the avionics and weapons
designers, approach to system problems. Peacock (17) described the collaboration of
several UK firms in an attempt to relieve workload of the fighter ground attack pilot
through the automatic management of his mission systems; one component of this endeavour
is a technique to display ridge lines derived from a stored digital terrain data base,
augmenting FLIR information to provide a more readily assimilable picture of the terrain
ahead.

In a well presented paper Runnalls (18) described two methods of navigation based on
stored terrain data, by contour matching and scene matching respectively. He showed
that their properties are such as to make them complementary, and presented the results
of flight trials in which the improvement in accuracy from using them together was
clearly evident.

Finally, and rather from a project office stand point, Hoh (19) presented the seven
nation Modular Stand Off Weapon programme. The operational need for stand off weapons
has been evident for some years and has been discussed in previous symposia and in many
other NATO fora. The problem remains that of finding a way to meet it economically.
Multinational sharing of development costs and summation of production numbers offers a
possible solution, and modularity may enable the differing requirements of the nations
to be met at much less cost than that of providing a different weapon for each of them
While we must all hope for the success of the programme, many delegates felt the time
scale presented to be optimistic.

SESSION IV: SUBSYSTEM TECHNOLOGY ASPECTS, GUIDANCE AND CONTROL IMPACTS

This session brought together a number of somewhat diverse topics, which had however the
common thread that software, and its interaction with hardware, is playing an
ever-increasing role. A succession of AGARD symposia have heard descriptions of aspects
of the superb engineering of the Norwegian Penguin missile system, and on this occasion
it was the transfer alignment between aircraft and missile navigation systems that was
presented by Bardal (20). The problems encountered were candidly reviewed, from which
emerged the importance of achieving integration of subsystems in simulation at as early
a stage as possible, and the cost savings achievable through first, simulation, and
second, captive flight testing, before missile flight trials.

In a paper closely related to paper (1). and which might well have found its place in
Session 1, Rahlfs (21) described the development of fibre optic gyros and their
incorporation in strapdown IN systems. The wide bandwidth and simple error structure of
this type of gyro are shown to have advantages which, combined with their small size,
make them attractive for missile systems.

The high manoeuvrability and rapid response demanded of short range air to air missiles
make the use of transverse reaction jets attractive for manoeuvre control. Leplat (23)
had carried out a series of wind tunnel investigations to determine the aerodynamic
effects for a variety of nozzle-wing-tail configurations. It was evident that a full
understanding of these effects would be necessary to take full advantage of the
technique in control system design.

Control of axial acceleration has rarely been considered for tactical missiles, but
developments of long range air to surface missiles are now calling for high speed and
flexibility of trajectory and launch conditions, making control of motor thrust
essential. 'rhomaier (24) dealt with thrust-control for a ducted rocket motor, the
control system design was severely constrained by the practicalities of the situation,
but the test results presented showed that an effective system had been achieved.

In the first of these papers devoted specifically to software, Wick (25) described the
design of a signal processing system for laser gyro based Strapdown IN systems, in which
the processing was designed to minimise the errors induced by vibration and other
motions.

In the next paper (26) an integration of the functions of scene matching navigation,
target detection and correlation terminal homing was proposed by Walker. These
functions have much in common in principle, and the idea is that some re-arrangement of
their processing architecture would make their integration in a single system economic,
with large savings in volume and power.

The need for standardisation raised at various times in this symposium would be advanced
by the general adoption of the ADA language, and Cook (27) described one firm's attempt
to build up facilities and experience for its use. While some drawbacks were
acknowledged, he concluded that ADA has very worthwhile advantages, its deficiencies are
steadily being whittled away, and it offers facilities which are otherwise unobtainable.
In the discussion period a show of hands indicated that few participants had so far made
any use of ADA, but an increasing number are likely to use it in the future.

SESSION V: -TEST AND EVALUATION TECHNIQUES

The first paper of this session (Baars, 30) described some very thorough and accurate
measurements of tank target signatures at 94GHz, demonstrating the effects of mud and
camouflage.
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The rest of the papers dealt with simulation, with hardware in the loop, and those
interested in the topic would be advised to read first paper 33 by Kuestner, which
provides a very clear general introduction to the subject.

Hoskins (31) dealt rather more specifically with the methods used to simulate the
response of a missile with a radar seeker to a complex electromagnetic environment,
including the wide variety of ECM, clutter, reflection and diffraction effects which can
occur.

In paper 32, Loewe described a simulator facility used to carry out hardware in the loop
testing of the Penguin Mk3 missile control system. It was in fact the software in the
hardware in the loop (1) which was under test, and valuable results in terms of
detection of 6oftware errors and avoidance of wasted flight tests ensued.

ROUND TABLE DISCUSSION

The formal programme was completed by a Round Table Discussion in which Dr Albritton
chaired a panel of experts in the discussion of three vitally important and contrasting
topics.

It is clear that co-operative development of modular weapons will only be achievable
with any degree of economy if effective standards exist. One panel member, Mr Trottier
traced the history of NATO's effort in this area stemming from a Defence Research Group
Working Group of 1982, and in its continuation offering hope that suitable standards may
become available. Mr Leek, also from the panel, drew attention to the stancddrc'isation
potential to the ADA language system. From the floor however, there was a gooi deal of
scepticism; many examples of the disadvantages of the 1553 bus standa'l. if u.ed in
missiles, were quoted, though its value in some more complex aircraft applications was
acknowledged, and its ability to be evolved into the more advanced standard 3910 was
welcomed. There were also those who feared that standards would limit technological
progress, and there is no doubt that the length of time it takes to develop standards
does tend to produce this effect. As Dr Albritton pointed out, early action to
anticipate the need for standards, and rapid decisions on their adoption could do much
to improve the situation.

The next question tackled was that of optimal control; why has it been so little used,
in contrast to the popularity of optimal estimation? Here the responses both from the
panel and the audience tended to be pessimistic. There were those who felt that the
theoreticians had failed to provide practically usable techniques, to which
Prof Hadda d responded that optimality is difficult to define for a problem as full of
uncertainty as missile guidance; he felt that designers would be better advised to place
emphasis on robustness to the wide range of target and environmental conditions
encountered. Agreeing from the panel, Mr Hartmann pointed out that to achieve this the
second best solution is often the most practical. Clearly in the minority, perhaps
through looking further ahead, the Chairman argued that, for example, proportional
navigation is only optimal for a constant speed missile and a non-manoeuvring target -
in this respect a fully optimal system must be more robust; moreover, while he conceded
that the computing requirements would be greatly increased, a fully integrated optimal
system could reduce the requirements in other areas, such as sensors.

Finally attention was focussed on the high cost of missiles, now clearly leading to the
reduction of military stocks to dangerous levels. The rapid reduction in the cost of
electronic components has had little apparent impact on system costs. For the panel,
M Lemoine suggested that this was because too much emphasis is continually laid on
increased performance, too little on reducing costs; there is much scope, given the
will, for reducing the number of components in missiles. Mr Krogmann considered that
closer collaboration between Service staffs and technologists in the writing of military
requirements could not only reduce areas where excessive performance demands lead to
very high costs, but in some instances eliminate over cautious requirements where extra
performance might be obtained a little extra cost. A good deal of attention was
focussed on the high costs imposed by excessive bureaucracy, particularly as regards
quality control. It is sad that in spite of this, or possibly even because of it,
military equipment reliability often leaves much to be desired, greatly increasing
system lifetime costs; the increase in complexity stemming from demands for high
performance contribute to this. Both panel and audience laid much of the blame for high
costs on politicians and military staffs; changes in requiremnents while development is
in progress frequently give rise to design compromises, unreliability and high cost.
Failure of governments to order large enough batches, even though their total
requirements are large, prevent the use of the most economic manufacturing systems, and
government policies discourage industry Lrom bearing the risk themselves. However, it
was pointed out that both technologists and industry have a vested interest in
complexity - the former as an interesting challenge and the latter as a source of
profit, It was surprising that no reference was made to the Proceedings of the 39th
Symposium of the Panel, held in October 1984, which contain a great deal of value on
this subject.

So ended a very stimulating discussion, from which most of those present must have taken
home something to think about - a fitting end to a very worthwhile symposium.

Xi



5. AUDIENCE REACTION

Only eight members of the audience completed the questionnaires issued, a sample
unworthy of statistical examination. Their remarks however did confirm my own
impressions and those gleaned in conversation. The poor standard of many visual aids
was a disappointment, given the great improvements achieved in this area previously. The
lack of any presentation of the users' point of view was a frequent source of complaint;
while such presentations have often proved disappointing in the past, one wonders
whether their absence in recent symposia indicates a widening gulf between technologists
and the military. The most fundamental complaint however concerned the lack of depth in
the papers; there can be little doubt that this was due to the excessive concern for
security which is stifling of scientific interchange across the Alliance, but perhaps
one can detect a slightly improving trend.

6. TECHNICAL APPRECIATION

In relation to its declared aims the symposium had serious limitations, for the
critical aspects of target sensing and terminal guidance were almost completely
unrepresented in the programme. However, progress was visible across the remainder of
the spectrum, with interesting and original developments in navigation components and
systems, and, in spite of the pessimism of the Round Table Discussion some early signs
of a movement towards optimal control.

on the whole, air-to-air missiles received better treatment than air-to-surface, partly
perhaps because most of the outstanding papers fell in the air-to-air field, and partly
because of the paucity of papers on terminal guidance. In view of the importance of
achieving advances in air-to-surface weapons this is to be regretted; given the
impending competition for contracts in this area it seems likely that commercial secrecy
is to blame - if so, firms should reflect that they may be losing more than they gain
by this policy. Nevertheless, the meeting provided excellent coverage of navigation
components and systems, flight control, and simulation, and touched upon a wide variety
of other aspects of missile design, many of which rarely get a hearing.

7. MILITARY POTENTIAL

The symposium provided evidence of continuing progress in air-launched missile
capability, though most of the papers would be of direct interest to systems designers
rather than to the military, who will receive the benefits in the future. Many of the
technical advances described could lead to lower cost weapon systems in due course, and
in this connection the final Round Table Discussion aired many points which merit
serious consideration by military staffs.

8. PRESENTATION AND ADMINISTRATION

The host country is to be congratulated on the high standard of conference facilities
they provided. The Programme Committee had clearly had a difficult task in mounting a
coherent programme from a very diverse set of offered papers; it was unfortunate,
however, that one afternoon had been overloaded with a programme of six papers, and when
two papers were withdrawn from other sessions, a re-arrangement to reduce the load on
that afternoon would have been welcomed by participants. Apart from the poor visual
aids already mentioned, the standard of presentation was generally good.

9. RECOMMENDATIONS

There can be no doubt of the long term importance of the subject and that it will be
necessary to return to it in due course; the timing must depend on the readiness of
those in the field to reveal progress made. Much interest in modular stand-off weapons
was expressed by the delegates, and it is clear that this subject offers a wide range of
significant technical problems which could form the basis of a valuable symposium in due
course.

xl'
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ABSTRACT /

The paper describes the design of a prototype fibre optic gyro) made by the Fibre
Gyro Research team at British Aerospace,(wh-ich is intended for missile guidance
applications. Important design constraints for the next generation of missiles are
wide dynamic range, rapid switch-on, extreme ruggedness, low cost, and digital
operation.

These features are all embodied in the design described, which employs optical
phase modulation in an integrated optical waveguide device. This also incorporates a
Y-branch beam-splitter. Serrodyne phase ramps are impressed on the light propagating
round the fibre optic sensor coil connected to the integrated optics chip, and
rotation rate is measured by the serrodyne frequency needed to null the rotation-
induced Sagnac phase shift. The gyro performance (drift and random walk), and errors
up to 1000 ec., will-h-bt/presented. -
1.INTRODUCT 9 ..

In the future there will be an increasing demand for more agile missiles for both
air and ground launched applications. Guidance systems will be included in gun-
launched missiles where high accelerations at launch are common. The inclusion of
strap-down guidance systems in missiles facing high roll and high acceleration has
highlighted the need for more rugged navigation instruments having a dynamic range
greater than that available from conventional gyros.

Fibre optic gyroscopes are ideal candidates for such applications since, being all
solid-state, they are rugged and do not suffer from the restricted dynamic range of
spinning mass gyroscopes. An additional advantage is that with very few component
changes the fibre gyro can be designed around several different architectures to suite
a wide range of applications. For instance if one wishes to increase the sensitivity
it is possible to increase the fibre length used, with little excess loss, using
currently available low-loss fibre. It is also possible to increase the sensitivity
and scale factor by increasing the fibre coil diameter. Because the fibre gyro is all
solid-state it is expected to be a very reliable device with a long shelf life. If
the right choice of architecture and components are made, such that simple manufacturing
methods can be used, then the cost will be low.

Several configurations of fibre optic gyroscope have been reported over the last
few years using different modulation systems chosen to suit particular cost and
performance goals. We report here on the performance of a prototype gyroscope made
during our development programme. The programme aim was to produce a low cost, wide
dynamic range gyroscope with an output suitable for connection to digital guidance
systems. Such a gyroscope is intended to be used in three-axis strap-down inertial
measurement units in low to medium accuracy missiles and guided mortars.

2. MARKET CONSIDERATIONS

The fibre gyroscope should be capable of satisfying future gyroscope markets which
are not at present covered by existing gyroscope technology. The required performance
and size requirements should be achieved at a cost equal to or below that of current
instruments. Three market sectors can be immediately identified:-

i. At the high accuracy end, such as North seeking gyros used while borehole logging
for mineral exploration, where high accuracy is required in a very severe environment,
where very high temperatures are encountered, and where very high levels of shock and
vibration are reached. The market for such devices is modest though the market could
stand a fairly high individual sensor cost.

ii. Medium accuracy agile missiles where fast turn rates, up to 2000*/Sec, may be
encountered. Launch conditions are not expected to be severe in this particular
application, though instant start and wide bandwidths are important requirements.
This is a medium volume market.
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iii. Artillery shells are a large volume market where the accuracy requirements are
relaxed but the g-hardening requirement is severe and high rat.. of turt, and high
acceleration C* 20,000g) are likely to be encountered at launch.

The gyro whose performance is being described is being developed by British
Aerospace for applications in the medium accuracy missile market.

3. TYPICAL DESIGN GOAL SPECIFICATION

Within the fibre gyroscope development programmne, the prototype gyro design
specification should demonstrate the capabilities of current technology showing that
all of the performance parameters necessary for the intended market can be achieved.
Using available technology, British Aerospace has been developing a fibre optic
gyroscope with the following performance goals.

TABLE 1 - GYRO PERFORMANCE DESIGN GOALS

SCALE FACTOR .......................... 30,000 to 50,000 pulses/rad
SCALE FACTOR STABILITY ................ 100 PPM Of FSD
WARM UP TIME .......................... <0.1 Sec
RANDOM WALK ........................... 10/lHr
BIAS UNCERTAINTY ...................... 100/Hr
TEMPERATURE RANGE .....................- 40 to +55*C
ACCELERATION .......................... 20,000g
RESOLUTION OF OUTPUT .................. 16 BITS
OUTPUT DATA RATE ...................... up to 1 KHz
ANALOGUE BANDWIDTH .................... 400 Hz
SIZE .................................. 50-75mm x 30mm
COST AIM .............................. < $500 per axis

3.1 Performance vs size

Whilst the performance aspects have carried most weight so far, the size
consideration has not been ignored. However the sizes of certain 'off the shelf'
components (designed mainly for the communications market) do not at this time lend
themselves to the size constraints embodied in Table 1. Our development programme so
far has therefore sacrificed size in respect of availability of components such as the
light source which comes packaged in a 14 pin DIL hermetically sealed case. Using
such components we have developed a prototype gyroscope which occupies a volume of
0.42 litres (75mm cube). This package contains all the optical components of the
gyroscope together with the associated control and interface electronics boards. The
digital electronics package performs counting and interface functions, and a
microprocessor is included to perform compensation of temperature and other
environmental effects, necessary for this single axis sensor. It also provides
scaling to produce an output as required by the user.

Since it is likely that such a gyro would form part of an integrated Inertial
Measurement Unit (IMU), the unit has been designed so that most of the digital
interface electronics package could be used by all three axes, so reducing total IMU
cost.

The fibre optic gyro by its very nature is a modular design, each module being
connected to the next by optical fibre. This characteristic enables it to be fitted
into any available space. one of the existing limitations is the length of the
integrated optics (currently 40mm), together with its associated fibre coupling
system, which form part of the optical processing in the device. In the current
prototype the integrated optics are placed inside the fibre coil perpendicular to its
axis. However this is not the only possible arrangement and the integrated optics
could be located remotely if packaging constraints required it.

The optical fibre used in this gyroscope is made to standard telecomms dimensions,
though in future both the fibre and jacket dimensions could be reduced substantially
to fit a smaller package. The coil in the prototype has been wound on a large (68mm)
diameter spool to avoid excess bend loss and to retain as large a scale factor as
possible. However if the requirement were to sense movement of say a seeker head, use
of different fibres would enable very small coils to be wuund. The sensor coil could
then be located on its own, for instance in a seeker head or, perhaps, in the arm of
say an industrial robot, whilst the integrated optics and other gyro components could
be located remotely and joined together only by single mode fibres. The gyro is a
sensitive optical component and although it can be made modular, once the optical
paths of all modules are joined together during assembly, they cannot subsequently be
separated easily.

4. THE FIBRE OPTIC GYRO

The fibre optic gyroscope uses the Sagnac effect to sense rotation rate [1] whereby
beams of light propagating in opposite directions around a circular path see different
path lengths when subject to a rotation about a common axis orthogonal to the
direction of light propagation.
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The Sagnac Effect

Fig. 1 The Sagnac Effect

The output beam from a light source is divided into two counter-rotating beams by
an optical beam-splitter at l(Fig. 1). These two beams are launched into either end
of a fibre coil which is rotating with rate o. On recombining at the beam splitter,
now at 2, they interfere, now having a relative path difference of 2AL due to the
rotation. The path difference can be expressed in terms of a phase shift which is
directly proportional to rotation rate, and is seen as the change in intensity
produced by the interference of the two returning beams. The magnitude of a rate-
induced phase shift is proportional to the area enclosed by the coil, and so the
relative sensitivity of the fibre optic gyro can be increased by using more fibre,
winding larger diameter coils, or both.

Because the size of the rate-induced phase shift is so small (about 1/106 of a
wavelength at the limit of performance of the gyro), care must be taken to ensure that
all other non-reciprocal phase shifts are eliminated by confining both beams to travel
the same optical path. To achieve this, the coil is made from single mode fibre and a
single-mode spatial filter and polariser form the common input/output arm to the
interferometer (Fig. 2), following the well established guidelines of the minimum gyro
configuration 12]; this ensures single mode and single polarisation propagation.

Beam Polariser BeamSPlitt l 
S p l i t te r

Source
Spatial
Filter

Detector

Fig. 2 Spatial Filter and Polariser

It is also necessary to ensure that no other beam except the two desired beams
reach the detector coherently; this implies that steps must be taken to avoid
reflections at joins by making sure that all reflections do not re-enter the guided
path [3] and to remove the effects of Rayleigh backscatter (4] in the fibre by
ensuring that such backscattered light is incoherent and does not interfere with the
Sagnac beam.

A suitable detection technique must be employed to measure the small induced phase
shifts. The actual phase shift is linearly proportional to rotation rate, however the
intensity at the detector is a cos 2 function of phase. At rest, the gyro is
normally, biased at the peak of the zero order fringe where the detected intensity is a
maximum but the phase sensitivity is a minimum. It is also a point where intensity
changes suffer from directional ambiguity. The application of a v/2 bias to a
modulator at one end of the sensor loop (Fig. 3) removes the ambiguity and moves the
detection point to the most sensitive and most linear portion of the fringe pattern.
The bias is normally applied as an AC phase modulation, which brings with it the
advantage of dii AC 5etection scheme reducing the effect of I/f noise at low frequency[5].
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Fig. 3 Modulation and the Fringe Pattern

4.1 Modulation and control system

We apply an AC dither phase modulation to bias the gyro away from the peak of a
fringe and use a synchronous detection system. A square wave dither signal drives a
modulator at one end of the coil and applies a v/2 phase shift to the beam
(Fig. 4). Though we use the term dither this must not be confused with the mechanical
dither applied to ring laser gyroscopes to avoid lock-in. The period of the dither is
equal to twice the delay time around the fibre coil. Taking advantage of this delay,
dither applies the phase shift first to one beam and then the other, alternately
biasing the gyro to the half intensity points of the fringe on either side of the
maximum. At rest the same signal is then observed at the detector in each loop-time
and the a.c. component is at a null.

Detector signal

I ___n

IAt Null

I . With Rate

Sagnac Fringe Shift

I Dither Signal

Fig. 4 Dither Modulation

If a rate is applied to the sensing coil then a signal appears at the detector
synchronous with the dither signal. This signal is demodulated synchronously with the
dither and the resulting output carries direction and phase information. However this
signal is not linear with rate and has a dynamic range limited by the width of a
fringe.

4.2 The frequency nulling gyro

one way of overcoming this non-linearity and dynamic range restriction is to
operate the gyro in a frequency nulling closed loop (6]. In a frequency-nulling gyro,
a frequency shifter is placed at one end of the coil (Fig. 5). A frequency shift can
then be applied to one beam of light prior to propagating through the coil. The other
beam is also shifted by the same frequency, but AFTER it has been round the coil.
Because both beams propagate at different optical frequencies around the loop, a
differential phase shift is set up between them when they arrive back at the beam-
splitter at the same frequency. This differential phase shift can be used to null out
the Sagnac phase shift by varying the applied frequency with the filtered output of
the demodulated detector signal. The correcting frequency is linearly proportional to
the applied phase shift and hence rotation rate.
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Fig. 5 Frequency Nulling Gyroscope

4.3 Development programme at BAe to date
At British Aerospace we have concentrated on the frequency shift approach since webegan a development programme in 1980. In the early stages bulk optic gyroscopesusing acousto-optic modulators for frequency shifting were built for source wave-lengths of 633 and l300nm. Closed loop electronics were built around theseconfigurations, and bias uncertainties better than 100/Hr were achieved. Encouragedt y these results, we looked for an integrated solution to the frequency shiftingproblem. At the time there appeared to be two major options: the use of integratedoptics or the miniaturisation of bulk optic devices. Of the two options, integratedoptics was chosen because it requires less power, it is easier to mass produce, it isinherently more rugged, it is easier to assemble and align than acousto-optic deviceswhich need expanded beams, and no high frequency standing bias is required. Howeverthere is no direct integrated optic equivalent to the acousto-optic modulator. Oneapproach to creating a frequency shifter in integrated optics is the single sideband(SSB) modulator [7]. This however is a complicated waveguide structure requiringhighly stable quadrature driving signals to ensure suppression of unwanted sidebands.The conversion efficiency and stability requirements of such a device make itimpractical to use in a fibre optic gyro. Another alternative SSB modulator has beendevised by Heismann [8], but this appears to be rather complicated and hence costly to

construct.
The simplest active device to make in integrated optics is the phase shifter. Forthis reason we looked for an approach that was in principle the same as the frequencynulling approach but which utilised only simple phase shifters. A modelling programme[9] revealed that serrodyne phase ramps applied to phase shifters should give similarresults to those obtained with acousto-optic modulators when employed in a fibre opticgyroscope, and early experiments confirmed the feasibility of such an approach. Theserrodyne fibre optic gyroscope has since been chosen for our main line development

programme.
4.4 The serrodyne gyro

A serrodyne modulator achieves a phase shift by driving a phase modulator with alinear ramp [10]. This ramp is periodically reset to zero when the applied phasereaches 2. Under this condition, there is an induced frequency shift in the lightpassing through the phase shifter which is equivalent to the repetition frequency ofthe applied ramp. In this respect the serrodyne modulator can be regarded as behavingin the same way as an acousto-optic frequency shifter in a bulk-optic gyro.

However it is easier to consider the serrodyne modulator as a phase shifter. Theserrodyne phase modulator is situated at one end of the loop 'replacing the freqn'yshifter in Fig. 5), and so the phase shift is applied to one beam (Fig. 6), at a timeequal to the delay time of the fibre, before the other beam. Thus a differentialphase shift will appear between the two beams. The magnitude of this phase shift isdependent on the slope of the applied ramp. If the magnitude of the ramp is keptconstant then the applied phase shift is linearly proportional to the frequency of the
ramp.



1-6

CW CCW

Phhase

/ ShiftV11

Serrodyne Period

Fibre
Time
Delav

Fig. 6 The Serrodyne Ramp

There are however a few problems associated with serrodyne modulation. In
particular the peak phase shift applied by the ramp needs to be maintained at 21,
and the flyback time of the ramp should be kept as short as possible. It is also
necessary to maintain linearity of the ramp. These errors and the associated detector
signal are depicted in Fig. 7, and have been modelled by the group at British
Aerospace [9]. Practical tests on early serrodyne gyroscopes show that these error
sources can be overcome III].

Serrodyne Ramp Errors

I r

Fig. 7 Serrodyne Error Sources

In particular if the amplitude of the serrodyne ramp changes for any reason
(temperature, etc.), a pulse appears at the output at a frequency equal to the
serrodyne frequency and with a width equal to the time delay of the fibre. This can
be used to control the point at which the ramps are reset and hence maintain the
desired 2v amplitude using a loop to correct the ramp amplitude and null the pulse.

Strong effort has been made in designing the electronics to keep the flyback time
to less than 15nsecs. This keeps the error associated with this parameter small and
its effect is insignificant until the rates to be detected reach 500 0/Sec, at which
point, for most applications, accuracy becomes less critical.

4.5 The gyro output interface

Each time the serrodyne ramp reaches 2w a threshold detector generates a pulse
to reset the ramp. The reset pulse appears on one of two c-utput lines from the
serrodyne ramp generator (Fig. 8), depending on whether there are positive or negative
ramps, corresponding to a clockwise or anti-clockwise rotation. These pulses are fed
to an up/down counter. Since the pulses appear at the same frequency as the serrodyne
ramp, we can measure the frequency of these pulses - this will give a rate output.
However each individual pulse represents a fixed small incremental angular movement,
and thus the total pulse count can be used as a measure of current angular position.
Frequency and hence rate can be measured by dividing the counts by the integration
time.
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Fig. 8 The Counter and the Output Interface

In order to make measurements from the gyroscope easy for the user we use a
microprocessor to control the pulse counting. The microprocessor reads the up/down
counters at regular intervals and accumulates the total in its memory; it also keeps
track of the number of clock periods over which the total is being taken. When the
user demands a measurement the microprocessor is used to calculate the rate or
position from the stored data. This value is then multiplied by the gyro scale factor
and sent to the user who has the option, by use of a coded request signal, of
receiving position or rate information.

5. CONSTRUCTION AND COMPONENTS

In the prototype gyroscope we describe here, we have chosen to use, wherever
possible, components which are readily available from suppliers to the telecommunica-
tions industry. The exception to this is the integrated optics. We at present have
integrated optic phase shifters and modulators made for us to our specification by
various UK companies. The performance of all the components that we use in the
prototype gyro match as closely as possible that required by a production gyroscope.
The components are packaged to the requirements of the bommunications industry and so
their size is larger than we would like.

The cost of the components that we currently use is rather high, since most of them
are state of the art devices at 1300nm. With the introduction of volume production
the price of such components will fall. We are in some ways dependent for this on the
expansion of local area network (LAN) usage of fibre optics at 1300nm, but the gyro
market we are aiming at should be sufficiently large by itself to force the fall.

Edge Detector

/ / Y-branh

Fig. 9 Gyroscope components

The constituent components of a prototype gyroscope are shown schematically in a
typical configuration in Fig. 9. The gyro light source is coupled to one port of an
integrated optic Y-branch. The Y-branch output passes through a polariser and then to
another integrated optic circuit consisting of a Y-branch and two phase shifters. The
High Birefringence polarisation-maintaining (HiBi) fibre coil is coupled to the output
waveguides of this chip. The detector is coupled via fibre to the second port of the
first coupler to receive light returning from the gyro.
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5.1 Source

The source is a single-mode fibre-pigtailed edge emitting diode (ELED) operating
at 1300nm wavelength with an output of typically 8vW from the fibre. We use an ELED

to minimise the effect of coherent back reflections which occur from interfaces

between fibres and integrated optic components in the gyro. It also reduces the

effects of Rayleigh backscatter from the fibre and to a limited extent the optical
Kerr effect which causes a bias if the counter-propagating beams are of different
intensity [12].

Because scale factor in the frequency nulling gyro is directly proportional to
wavelength, it is necessary to ensure that the wavelength remains stable to the
required level. It is also necessary to ensure that the source wavelength is
accurately matched to the fibre's absorption and second mode windows. The temperature
dependence of the wavelength of an ELED is typically -lnm/°C and so we use a source
with a thermo-electric cooler, to maintain the ELED at a constant temperature and
hence wavelength.

The disadvantages associated with the use of a cooler are the increased power
consumption since the cooler is continually pumping heat away from the ELED, and the
increased gyro start-up time required as the cooler cools the ELED down. However this
does not prevent the gyro working as soon as it is turned on, but reduces its initial
scale-factor accuracy.

5.2 Detector

The inherent detection limitation in a fibre optic gyroscope is photon shot
noise. To approach this limit the noise introduced by the detector and its
pre-amplifier must be kept to the absolute minimum. This is especially important with
a low intensity source such as the ELED, where the light intensity reaching the
detector is very low. Excess noise due to leakage current in the detector, or
excessive DC light returning to the detector from back-reflections increases the
random walk figure of the gyro. The commercially available InGaAsP detector used in
the prototype gyroscope has a lnA dark current at room temperature which increases by
a factor of 10 at 80 Degrees.

A multimode fibre is fixed near the centre of the active area of the detector
which is on a ceramic sub-mount. The detector sub-mount is mounted directly onto a
low-noise wide-band transimpedance pre-amplifier designed for detection of both the AC
dither frequency and error control signals. The complete detector and head-amplifier
are mounted in a carefully screened enclosure.

5.3 Fibre and coil design

In order to ensure reciprocal propagation throughout the fibre coil HiBi single-
mode fibre is employed in the gyroscope. This also serves to minimise the effect of
the earth's magnetic field [131 on the phase shift in the fibre coil. It also
prevents total signal fade since the polarisation state is preserved whilst propa-
gating through the fibre [14]. The fibre is currently wound on an aluminium former
and techniques have been employed during the winding to ensure a low winding- induced
mode-coupling and to minimise the effect of temperature on loss and polarisation
cross-coupling between the two modes in the fibre. Measurements have been made to
determine the nature of any excess cross-coupling in the coils using a method proposed
by Takada [15]: we have found there is only a very small amount of winding-induced
cross-coupling --30dB.

5.4 Polariser

A high extinction polariser is required [16] in the input/output arm of the
gyroscope to prevent light propagating in the unwanted mode and reaching the
detector. We have chosen a metallised fibre polariser [17] since very high extinction
ratios (>40dB) are achievable in very short lengths and the polarisers are easy to
splice into the system.

5.5 Integrated optics

Two Titanium In-diffused Lithium Niobate integrated optic circuits have been used
in the gyro for the Y-branch beam-splitters and the phase-shifters. The chip for the
first beam-splitter in the gyro contains just a simple Y-Junction. The second chip
contains a Y-branch, and on each of the two output branches of the Y there is a
phase-shifter (Fig. 10).
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Fig. 10 Integrated Optics

The ends of both chips are polished at an angle to ensure that any reflections
generated at the interfaces do not couple back into the waveguides. Such reflections
would form spurious Michelson interferometers, which could interfere with the primary
beam to produce a secondary signal at the detector. This signal would be synchronous
with the required signal and produce a bias. The integrated optics are mounted on
ceramic substrates for stability and ease of coupling to fibres.

Special alignment and bonding equipment has been developed to join the HiBi fibres
to the integrated optics. The alignment system is used to align the axes of the fibre
to the axes of the waveguides sufficiently accurately to ensure that the cross-
coupling between the axes at the joins is adequate to obtain the specified bias and
bias drift performance. In addition, because the chip is polished at an angle, we
must ensure that during alignment the angle between the fibre and the waveguide is
correct to ensure maximum coupling between the fibre and the integrated optics, and
that no reflected light is coupled into the fibre-core or waveguide. Any excess loss
when using an ELED as a source becomes increasingly critical owing to the initial low
level of light from the source. The alignment equipment consists of mechanical
positioners and a polarisation detection system utilising optical techniques similar
to those published by Barlow 118] for fibre characterisation.

Once the fibre and integrated optics are aligned correctly they are bonded with a
UJV curing adhesive, whose refractive index closely matches that of the fibre, between
the cleaved fibre end and the integrated optics end face. An additional adhesive
support is also used a few millimetres down the fibre from the integrated optics to
strengthen the fibre joint.

5.6 Electronics

The electronics associated with the gyro includes power supplies for the ELED and
associated cooler, a pre-amplifier to amplify the detector signal, and analogue signal
processing and control system, and a digital counting and interface system.

The digital electronics has been constructed entirely of surface mounted
components to minimise the circuit size. All these components including the
microprocessor are CMOS devices to ensure low power consumption. Power consumption is
an even more critical requirement when the electronics are mounted in close proximity
to the fibre coil, since thermal gradients in the coil produce non-reciprocal phase
shifts which represent a bias drift in the gyroscope 119]. Compromises have been made
between power consumption, size and speed in the analogue electronics but where
possible low power and surface mounted devices have been used.

6. ASSEMBLY

The prototype gyroscope has been designed to be assemb' ed complete with its
electronics into a single housing. A modular approach to the design has been taken to
ensure easy assembly and testing and if necessary easy modification. The gyroscope is
assembled into four basic modules:-

1. Electronics.
2. Source, detector and first Y-branch.
3. Polariser, integrated optics Y-branch and modulators.
4. Coil assembly.

The optical paths of the modules are first joined using the alignment and glueing
techniques described above. The mechanical assembly of the modules is then straight-
forward, coiling excess fibre between modules and securing where necessary. The
integrated optics modules are positioned inside the fibre coil, whilst the source



--I

1-10

and detector and all the electronics are located above the coil. The whole assembly
is housed in a metal enclosure with a 25-way micro-miniature connector to convey power
to the gyro and data from the gyro. Fig. 11 below shows a photograph of the prototype
gyroscope with the outer case removed.

Digital d------'' n~o

Electronics

Analogue Lasr and
Elect ronics Detector

" ,. "--------Fibre Coil
Mounting

Plate

Fig. 11 Drawing of the Assembled Gyro

7. PERFORMANCE

The performance of the gyroscope has so far been measured at room temperature in
terms of rate response, random walk, bias and drift.

7.1 Bias

The bias was measured over both short and long periods. In order to assess the
statistical behaviour of the noise, a large amount of consecutive data was saved using
a computer. Since this data was consecutive it was possible to group several data
points together as if different integration times were used for the data collection.
Using typically 50,000 data points taken over a half hour period, we were able to
produce a plot of the magnitude of the 1 Sigma noise magnitude vs integration time.
Systematic drift (noise) can then be isolated from random walk; since random walk is
a statistical process which increases as the square-root of sample time.

Figures 12 and 13 below show the raw noise data as received from a gyro, with bias
offset removed, together with the RMS noise data plotted for three integration times.
The bias offset is caused mainly by residual alignment errors and a small electronic
bias.
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Fig. 12 Drift in the Gyro
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7.2 Rate sensitivity

The rate sensitivity was measured by applying rate over a constant time interval
and measuring the average output frequency of the gyro over this interval. The
readings were used to make scale-factor (Fig. 14), and scale-factor error plots (Fig.
15). The non-linearity of the scale-factor over the range of rates for which the
prototype gyroscope was designed to operate is shown clearly in Fig. 15 where the
expected frequency calculated from the average slope of the graph in Fig. 14 has been
subtracted from the actual reading at each rate to show the output error. The data
from which the figures were plotted have NOT been corrected to compensate for the
previously mentioned serrodyne error sources.
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8. NEXT STAGE

Steps are being taken in the future to correct for source wavelength instability,
in particular to provide temperature monitoring, and also change the source to a fibre
laser [2], which has a much more stable wavelength, slightly reduced linewidth, and
increased power, without the need for cooling. In addition work will continue to
reduce the size of the fibre coil to a size closer to that of present-day gyroscopes.
The electronics can be further integrated using custom logic arrays and customised
analogue cells. The source can be integrated with its driving circuitry, and likewise
the detector pre-amp can be integrated in a similar way to current PIN-FET receivers
in use in the telecommunications industry.

9. CONCLUSIONS

A prototype serrodyne fibre optic gyroscope has been described which has been
produced as an intermediate stage in the development of a gyroscope for missile
guidance and control applications.

1! has been demonstrated that the performance of the chosen architecture is
suitaule for this application. The use of serrodyne modulation has enabled a
sensitive gyroscope to be built with a suitably high dynamic range. Careful selection
of components and the chosen polarisation system together with careful alignment
techniques has kept the bias to a sufficiently low level.

The architecture can be improved by the addition of a more stable light source to
eliminate scale factor changes, whilst all the components can be reduced in size by
utilizing well-known integration techniques.

Finally the microprocessor and the digital electronics can be used to make any
necessary error corrections for output to digital guidance and control systems.
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The lateral acceleration requirement of a q'ht-to-kilP terminally-guided subAnunition (TGSM)
aimed at hitting tanks near the top is examined. An analytic development of proportional
navigation against stationary targets shows that a TGSM flying level at 150 m above the ground
can hit a target 150 m in front of it with near vertical impact and without acceleration saturation if
it can pull an initial 13.6 g. With acceleration saturation, a hit is theoretically possible with 6.8 g.
TGSM configurations capable of hitting stationary and moving targets are then defined and tested
with a nonlinear 6-DOF computer simulation. The footprint of a selected configuration is
provided. It is observed that the 10-g configuration is sufficient to hit most stationary and moving
tanks likely to be found on the battlefield with impact angles above 60 and reasonable angles of
attack.

A TGSM lateral acceleration (m/s 2 ) R Range (m)
CNa Normal force coefficient derivative (/*) VT Target velocity (m/s)

CN8 Normal force coefficient derivative (V) V TGSM velocity (m/s)

Cma Pitch moment coefficient derivative (V0) x Downrange (m)

Cm8 Pitch moment coefficient derivative (/) x* Static margin of the airframe (m)

Cmq Pitch damping coefficient derivative y* Static margin of the fins (m)

h Altitude (m) Zt Normal force derivative (N/0)

I Transverse moment of inertia (kg-m2 ) Z8  Normal force derivative (NO)

K0  Aerodynamic gain (s) za  = 7a/mV (Ia)

Ma Pitching moment derivative (N-m) z8  - Zd/mV (s)

M8  Pitching moment derivative (N-m/) a Angle of attack (rad)

Mq Pitch damping derivative (N-mlrad/s) 8 Fin angle (rad)

mot = Md/ (/s) I TGSM heading (rad)

mia = Me/I (/s) 'fT Target heading (rad)

Inq = Mel (/s2) P Damping ratio

N Navigation constant o Line-of-sight angle (rad)
q pitch rate (rad/s) wo0 Weathercock frequency (rad/s)
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] IENTODUCTION

The requirement for ground attack aircraft to effectively engage multi-vehicle armoured targets
in both close air support and battlefield interdiction roles places increasing demand on the
intelligence and adaptability of the weapon system employed. One solution to the problem is the use
of a weapon which consists of a flying dispenser (bus vehicle) which is released by an aircraft
some distance from the target and which subsequently delivers a number of smart, autonomous
terminally guided submunitions (TGSM) into the target area.

Two weapon concepts are currently investigated as solutions to the problem: (1) "shoot-to-kill"
sensor fuzed munitions which, following release from the bus vehicle, climb to provide the altitude
they require for target search, deploy a parachute to stabilize vertical descent, rotate an off-set
detector about the vertical while scanning the ground in a decreasing spiral scan, and fire a high
velocity slug at the target upon acquisition; and (2) "hit-to-kill" aerodynamically controlled
submunitions equipped with a seeker which guide to the target and detonate a shaped charge
warhead at impact.

This paper considers the lateral acceleration requirement for a TGSM to hit stationary and
moving targets from a near vertical dive. This approach is dictated by the improved warhead
effectiveness obtained when hitting the top armour. This adds two constraints to the conventional
guidance problem: steep impact, and minimum angle of attack at impact.

RELEASE OF
THE TOSMROM THE BUS
VEHICLE W uJ

•FLY-=U -- 4
PHASE 51

150 -

CLIMB OF THE~~BUS VEHICLE J

100 DEPLOYMENT OF S
FINS ANDWINGS

50 ELEASE OF THE IMPACT TARGET
BUS VHICLEANGLE

200 400 6C0 800 1000 1200 1400

RANGE (m)

Figure 1 - Sketch of a TGSM attack scenario.

When TGSMs are released from a bus vehicle, the scenario is many-on-many in that several
TGSMs have to handle several targets against various background and levels of clutter. The
targets are armoured vehicles 6x3x2 m moving in columns on roads, moving in clutter, stationary
in clutter (engine running) and stationary in clutter (engine off).

If one considers one TGSM only, the scenario becomes one-on-many. A typical TGSM attack
scenario is shown in Fig. 1. Its flight comprises three phases: (1) the fly-out phase during which the
bus vehicle is dispensed from the aircraft and flies up to reach a fixed altitude h at which the TGSM
are released. Upon release, the TGSM initiates the deployment of its lifting and control surfaces
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and becomes ready for target search; (2) the search phase during which it flies level (or glide)
while scanning the ground for a target; and (3) the terminal homing or track phase during which it
guides to hit the target. During the terminal homing guidance phase, the scenario is one-on-one.

n VM REFERENCE

A
L
T

I ~UNE OF SGHT

T TARGET

DOWNRANGE x

Figure 2 - Search and initial conditions for terminal homing guidance.

The search phase is certainly the one that demands the most from sensor and signal processing
technology. The seeker located at the front end of the TGSM must search the ground, inspect all
returns, take the target signatures out of the clutter, discriminate countermeasures, and make a
decisition on the validity of the targets. This is a formidable problem which is not discussed here.
However, there are characteristics of the search phase which impact on the terminal homing phase
and these will be discussed.

It is first postulated that TGSM is equipped with only one seeker which can operate in two modes:
(1) a scanning mode for the search phase, and (2) a tracking mode for the terminal homing
guidance phase.

Figure 2 depicts the geometry of the search phase. The TGSM is at altitude h and flies level at

velocity V. The seeker searches the ground at a look down angle a. The maximum slant range R
at which the target can be detected is limited by the detection range if the seeker uses a millimeter
wave radar. The altitude h is limited by cloud cover if the seeker uses passive infrared. If the look
down angle is fixed, both h and R are linked.

The velocity V of the TGSM is also limited by the characteristics of the search mode. From altitude
h and level flight, any stationary object on the pround will appear as moving angularly at angular
speed

V V.2[1
h Y

If the look angle is 450 and the maximum gimbal rate of the seeker is 250/s, then, for h = 150 m, (1]
yields V/h = 0.873. Beyond this value, any attempt to eventually track a target is hopeless. Since
moving targets are also considered, the relative velocity must account for some inbound
component of target velocity. For h = 150 m, and inbound target velocities of 20 m/s, the TGSM
velocity cannot exceed 110 m~s.
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A terminal homing guidance law that will guide the TGSM to a near vertical hit with the tank must
now be determined. Homing guidance is a "two-point guidance"I and in this case, only the
relative positions and velocities of the target and TGSM are important. Homing guidance uses
line-of-sight angles (or rates) to home on the target. In the plane, the geometry of the homing
guidance is described by the following relations:

VT sin QT -c) _Vusin (I- () 2R [2]R

R =VT sin a)- V cos (YT-) [3]

In homing missiles, the relation between the line-of-sight direction and that of the missile velocity
vector during terminal guidance is known as the navigation law. Broadly speaking, there are two
fundamental ways of implementing terminal guidance: Rursuit and cJligin homing.

In pursuit navigation, the missile always heads towards the target. If the missile attitude is
maintained directed toward the target, it is attitude pursuit; if the missile velocity vector is
maintained toward the target, it is velocity pursuit. In both cases, the turning rate of the missile is
commanded equal to the rate of change of the line of sight so that the missile always turns during
the attack unless it is head-on or tail-on. Because of the high manoeuver requirement to end the
attack in a tail chase, pursuit navigation is not considered practical as a homing guidance law
against moving targets, in spite of its simple implementation. One exception to this would be for a
target moving very slowly compared with the missile (e.g. a ship) in which case the small miss
caused by the intense last instant manoeuver would still allow the missile to hit the target.

Mariners have known for centuries that if any object, moving or stationary, appears stationary
and looms larger and larger, then a collision is inevitable unless a change of course is made. In a
missile-target engagement, this condition known as constant bearing navigation is realized
when the missile is steered such that the line of sight does not rotate.

One obvious way to attempt implementation of constant bearing navigation is to consider the
rotation rate of the line of sight as an error signal which the missile drives to zero by commanding
a missile turning rate proportional to the error signal: this is proportional navigation. For a
missile using proportional navigation and launched on a collision course, the initial turning rate
of the missile is zero. If the target fails to manoeuver and the missile and target velocities remain
the same, the missile will remain on a collision course thus achieving constant bearing
navigation. If the missile is launched off a collision course, the resulting trajectory will have a
curvature dependent on the navigation constant. If the navigation constant is small, the missile
corrections are small early in the flight and it may require ever increasing manoeuvers as the
missile approaches the target. For greater values of N, the collision course errors are corrected
early during flight so that manoeuvers during the terminal phase of the flight remain at a
reasonable level. N = 1 is pursuit guidance. N s 2 requires an infinite acceleration in the region
of terminal flight 2 . N = 2 is therefore a lower limit whereas for N around 8, the missile steers in
response to very high frequency noise as well as to lower frequency signals. As a result, there is a
vast oversteering with a constant dither of the controls and high drag. Experience shows that N = 4
is reasonable 3 .

Proportional navigation has been in use for over three decades on radar, TV and infrared homing
missiles because of its effectiveness and its relative ease of implementation. Experience has
shown that proportional navigation is a very powerful tool against manoeuvering targets such as
aircraft. Theoretical studies have shown that it is an optimal solution of the linear guidance
problem in the sense of producing zero miss distmce for least intefral square control effort with a
zero lag guidance system in the absence of target manoeuvers . This important result gave
credibility to the use of modern control theory as a tool for deriving guidance laws that would prove
better than proportional navigation for non-zero lag systems in presence of target manoeuvers.
Most modern guidance laws tend to surpass proportional navigation in that they estimate target
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accelerations and make due account of lags in the missile hardware. However, they requires
more precise tracking, and more sophisticated sensors and instrumentation on-board the missile.
However, modern control laws have the insuperable advantage of requiring less acceleration than
proportional navigation to hit a manoeuvering target 5.

One modern guidance law worth mentioning is that proposed by Kim & Gridder 6 . It is designed to
both minimize miss distance and maximize attitude angle at impact. Some prior simulations7 of
this guidance law have shown that it is very effective in achieving both constraints when a missile
is launched from high altitude. In this situation, the ideal collision and vertical attitude impact
courses are almost in coincidence and there is no difficulty in meeting the two constraints
simultaneously. From low altitude, these ideal courses are quite distant from one another and the
guidance computer has to satisfy two contradictory constraints. This cautes osciiiaLions between
the two trajectories and poor homing accuracy.

As a conclusion, pursuit guidance laws are too inaccurate whereas modern guidance laws require
too much input data and computing power. Proportional navigation is therefore selected as the
steering law for the TGSM.

In proportional navigation, the TGSM heading rate is made proportional to the line-of-sight rate in
an attempt to null it:

y=Nd or y=Na+y 0  [4]

When coupled with the geometry of Fig. 2 and TGSM control dynamics, equations [2], (3] and [4]
become impossible to solve mathematically and require modeling on computers. The problem can
be simplified and useful qualitative results can be produced by considering a linear model for the
homing head (perfect information) and all TGSM characteristics. However, for a fixed target, one
can solve the proportional navigation equations analytically and find a simple relation between
the initial altitude and look down angle on one hand, and the maximum acceleration and the
impact angle on the other hand.

] ghilio gfthe 2.-D Ptpa da Navgdn pbm

Put the reference direction in coincidence with the initial line of sight and put VT = 0 in [2] and [3].
Then take the derivative of [2] with respect to time. The result is

R +(2-N)R iff=i0 [5]

an exact differential that solves for

Equation [6] shows that for N.2, the heading rate (and therefore the acceleration) is maximum at
the beginning of the flight and decreases to zero at the end of it (when R=0). Equating [2] and [6]
now yields for the end of the flight

Tf -Y-1

i u I I[ I
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From the perspective of the target, the final heading of the TGSM is always at an angle Y/N-1
above the initial line of sight. If one draws a diagram of TGSM altitude h versus the downrange x
of the target when the terminal phase is initiated, curves of constant impact angle are straight lines
from the origin whereas the curves of maximum acceleration are circles tangent to the origin as
shown in Fig. 3 for N = 4 and V = 100 m/s. In this figure, the curves of constant impact angle are
given for 20, 40, 60 and 800 whereas the curves of constant maximum acceleration are given for 3,
5, 10 and 15 g's
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Figure 3 - Curves of constant impact angles and
constant lateral accelerations.

Figure 4 is a zoom of Figure 3 in the range of operation of the TGSM where the thick line with the
arrow at an altitude of 150 m shows the trajectory followed by the TGSM during the search phase.
For this trajectory, impact angles from 50 to 600 are possible depending on the time required for
acquisition. For the same trajectory, the acceleration requirement varies from 9.8 to 13.6 g's.
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Figure 4 - Zoom of Figure 3 in the neighborhood of the target.
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This development of the equations of proportional navigation is valid for a stationary target and
gives the acceleration that a TGSM must pull at the beginning of the terminal guidance phase in
order to hit the target without acceleration saturation. However, a hit can still be achieved even in
presence of acceleration saturation.

M mA, m

If 13.6 g is the acceleration capability required to hit a stationary target at x = 150 m from an
altitude of 150 m without acceleration saturation, there is also a minimum acceleration below
which no hit is possible. At this minimum acceleration, the TGSM will fly a circular path of 150-m
radius. It will be acceleration saturated 100% of the time of flight and will hit the tank from the
vertical while pulling maximum acceleration (a sizeable angle of attack). This minimum
acceleration capability is 6.8 g.

Like missiles and aircraft, TGSMs fly aerodynamically; their velocity vectors are rotated by the
application of a transverse acceleration resulting from the application of a transverse force (lift).
Lift is governed by the angle of attack of the airframe in the flow field and the angle of attack is
produced by the deflection of the control surfaces. Lift is produced in a non-linear proportion to the
control surface deflection and so is the turning rate achieved.

It was show that the TGSM will have to execute an initial manoeuver of 13.6 g at the beginning of
the track phase in order to hit a stationary target without acceleration saturation. It was also shown
that this condition is not essential for a hit, and that 6.8 g is theoretically sufficient.

What is the acceleration requirement if the target is moving inbound at 20 m/s? An initial
acceleration of 16.3 g will be commanded at the beginning of the flight in order to fly a N = 4
proportional navigation course without acceleration saturation. This requirement is not quite
feasible for a TGSM flying at low speed (100 m/s) in a regime where the aerodynamic forces
developed by the lifting and control surfaces are small. Simulations of the TGSM trajectories are
necessary but, before this is done, some of its properties must be determined.

I Miass mine] Inertial EZjd

The TGSM will carry a shaped-charge warhead and an impact fuze that need to be efective against
tank targets. It is common knowledge that a charge diameter that can have effectiveness is 15 cm,
and the diameter of the TGSM is set to 0.15 m.

Since the warhead is the heaviest component of the TGSM, there are advantages in locating it near
the geometric center of the TGSM. Allowing about three charge diameter for the formation of the
warhead jet, this puts the geometric center of the TGSM about .45 m behind the impact fuze. Let the
length of the TGSM be 1.0 m.

By scaling down the physical properties of the Maverick airframe, the weight of the TGSM should
be about 20 kg and its transverse moment of inertia (I - mL2 /12) should be about 1.6 kg-m2 .

Two steering policies are used in the design of tactical missiles: "skid-to-turn" (STT) and
"bank-to-turn" (BTT). BT'1 systems operate like airplanes and need not be of symetrical
cross-section. They may have only two in-line lifting and control surfaces, and they roll their best
menoeuver plane into the direction of the desired manoeuver to effect it. Though very effective, the
reaction may be slow and it requires a roll demand autopilot.

In sTr systems, the missile is usually cruciform with four lifting and control surfaces either
in-line or interdigitated. They perform their manoeuvers in each of the two orthogonal planes,
pitch and yaw. When roll-position stabilized, the motion in the pitch and yaw planes are
uncoupled, and their position relation with respect to the horizontal and vertical planes in space is



simple and invariant. If the missile is allowed to roll, both instrumental and aerodynamic
cross-couplings become a significant source of degradation.

For simplicity and low cost, the TGSM will be fitted with an STT cruciform configuration with
in-line lifting and control surfaces. Additionally no roll autopilot will be used. If the roll
damping of the airframe is insufficient, it can be increased with rollerons.

The control surfaces can be positioned well forward (canard control), near the middle (wing
control) or far aft of the airframe (tail control). Wing control is easily ruled out because of the size
of the servo-systems it requires. Despites its capability of compounding the normal force produced
by the lifting and the control surfaces, canard control must be ruled out too since the servo-systems
would have to be located between the warhead and the seeker.

Tail control is selected because the servo-systems can easily be installed in the aft portion of the
TGSM. It does not have the capability of canard control in producing acceleration but it may be
quite stable in a configuration where the center of gravity does not move owing to fuel
consumption.

In the absence of roll, the linearized force and moment equations in the pitch plane read as follows:O, I.[ a] =[ 8 18]m [81

Neglecting the contribution of mq (it is generally a small term), [8] can be solved for a and q
yielding two oscillatory modes of the TGSM. However, it is more interesting to solve for the
turning rate

.y, q [( zm- zm ) - zs 2]

a T - I"1 +9 2p + [91m0 0

where

COand A= [101

The steady state gain of the heading rate is then

K = z[m8" zfl
0 mam Tri1Mte

The aerodynamic forces on an airframe do not generally act on the center of gravity. Lift forces
act on the airframe center of pressure whereas fin deflection forces act on the center of pressure of
the fins. If x* (static margin) and y* are defined as the distances between the center of gravity and
the centers of pressure of the airframe and fins, the moments are related to the normal forces as
follows:
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X*- = -M a M Ma[121z I
a

z i = ! [13]

Whereas [12] and [13] relate ma with z,, and ma with z& the moment equation at trim (no moment

acting) provides a relation between m and m8 as follows:

1 =-m a+m8=0 [14]

If the total incidence is limited to 140 (and this is sound for a minimum incidence at impact), i.e.,
100 in the pitch plane and 100 in the yaw plane, and if the maximum fin deflection is 200, at trim, we
have atrim/8trim = mama = 0.5.
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Figure 5 -Aerodynamic Parameters of the TGSM vs the static margin x*
for various values of acceleration

(from top to bottom of each graph: A = 20,15 and 10g)

Figure 5 shows the variations of the TGSM's aerodynamic parameters as a function of the static
margin x* for three configurations, namely 10-g, 15-g and 20-g.. At x* = 0.01 m, the weathercock
frequency is very low (7.0, 8.54 and 9.8 rad/s respectively) whereas damping is moderate (0.29,
0.36 and 0.41). This results in very slow airframe response to acceleration demands and this in
inadequate for this TGSM.

At x* = 0.05 m, the airframe is faster but less well damped. The 10-g configuration has a
weathercock frequency of 16.3 rad/s, a damping of 0.136 and an incidence lag of 0.25 s. For the
15-g configuration, these parameters are 20 rad/s, 0.167 and 0.168 s respectively.
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There are definite advantages in selecting the 15-g configuration. It is faster, better damped and,
as shown earlier, it can home without acceleration saturation. On the other hand, these advantages
are paid for by an increased requirement for lift and wing size as shown in Fig. 6. In this figure,
the wings and fins dimensions are drawn based on the normal force per unit area of rectangular
wings with aspect ratios of two8 .

!I
LATAX = 10 X* = 0.05 LATAX = 15 X* = 0.05

Figure 6 - 10-g and 15-g TGSM configurations showing
scaled wings and fins (TGSM length = 1 m)

MODEL NSMULATION

The characteristics of the TGSM obtained in the preceeding sections can now be simulated if a
model is made of the aerodynamics, tracking loop, actuators and autopilot, if any is required.

The aerodynamics has six degrees of freedom. The equations for the forces and moments are
solved in body-fixed coordinates and gravitational acceleration is taken into account in solving
them. Body-fixed velocities are transformed into inertial coordinates by the classical Euler
transformations. The derivatives of the Euler angles are obtained through another classical
transformation which links them with body-fixed angular rates. The aerodynamic parameters
are assumed independant of Mach number. This results in 12 state variables.

The roll channel is included in the model but the derivative of the roll rate is set to zero. This
implies that the roll rate is constant throughout all simulations and its instantaneous value is its
initial value. Couplings due to roll rate are included in the force equations.

The tracking loop is modeled as a 1st order lag with a time constant of 0.15 s. Two tracking loops
are used, one for elevation, one for azimuth line-of-sight angle. The three-dimensional model
used to compute range, range rate, and line-of sight rates in elevation and azimuth is
conventional. This yields three state variables for the range and the line-of-sight angles, and two
state variables for the gimbal angles.

The tracking loop is nonlinear and has saturations: (1) the gimbal rate is limited to 25*/s; (2) the
look angle (the angle between the line of sight and the TGSM axis) is limited to ± 50°; and (3) the
field of view of the seeker is set to ±6° for the tracking mode.

The commands to the actuators are equal to N times the gimbal rates in elevation and in azimuth.
They are distributed to the pitch and yaw actuators through a rotation of coordinates that takes due
account of the roll attitude. The fin actuator is modeled as a 1st order lag with a time constant of
0.05 s. Since there are two of these, two state variables are involved. The fin actuator model is also
nonlinear since the fin angle is restricted to ± 200.
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The primary task of a lateral autopilot is to provide the lateral acceleration of the airframe in a
controlled and yet responsive way. They are normally required for tail control missiles designed
with a small static margin or in configurations where the center of gravity moves toward the front
due to fuel consumption. They provide synthetic stability through instrument feedback. The
airframe becomes more robust to changes or uncertainties in the aerodynamic parameters.

For an unpowered TGSM designed with a confortable static margin (i.e. 2-5% of length), there does
not appear to be serious reasons to increase the cost with lateral autopilots.

Iu aLMo d

The target model is purely kinematic. The target has an initial position on the ground, and can
move at constant acceleration. Since the model was originally developed for aircraft targets, the
target model comprises 6 state variables.

The model comprises 25 state equations with nonlinearities, and integration is carried out using a
Runge-Kutta integration routine of order four. For the kind of dynamics involved with the TGSM,
the integration step is constant at 0.1 s. Computer codings were developed in APL for a Macintosh
computer running under STSC APL*PLUS. Each step takes about 8 s to execute.

RFIILM FTHE COhEUrX. SBMUTLAIONS

Simulation runs were made of several TGSM configurations against stationary, constant
velocity, and accelerating targets but only two were considered in depth: a 10-g and a 15-g
configuration with a static margin of 0.05 m (5% of body length).

In the computer environment, every run can be inspected on a display such as shown in Fig. 7. The
box marked "time" shows the total time of flight. The box marked "position" shows the positions of
the TGSM and the target at the end of the flight. The box marked "velocities, accelerations" shows
the initial velocities in the first column, the final velocities in the second column, and target
acceleration in the third column.

The right hand side rectangle of Fig. 7 depicts the trajectory. The grid representing the ground is
200 by 200 m with lines every 50 m. In this case, the tank is stationary at a downrange of 150 m.
The box in the upper left corner shows a 3 by 6 m tank and the location of the impact. In this case, it
is nearly dead center. The graph that appears on the left hand side of the figure gives the position of
the fins as a function of time. There is fin saturation when the graphs meet the maximum scale.
In Fig. 7, the conditions of the flight is such that the TGSM pulls maximum acceleration between t =
0.3 and t = 0.7 s. The final conditions of the TGSM flight are given under the trajectory. In this
case, the miss distance was 0.1 m whereas the impact angle is 57.9*. The TGSM incidence at
impact is 4.80 for a lateral velocity of the warhead at impact of 6.8 m/s.

Figure 8 gives a similar computer output whose outcome is as not successful. The miss distance is
2.9 m after 2.75 s of flight. In this case, the target is initially located at the same place as in the
previous case but now moves with a constant inbound velocity of 0 m/s. A loss of lock by the seeker
is observed at t = 2.5 s and this is enough for a near miss. At loss of lock-on, the seeker becomes
blind, the fins return to their neutral position and the TGSM impacts anywhere without guidance.
When the TGSM hits the ground, the target is located at x = 95 m.
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6-DOF TGSM GUIDANCE SIMULATION
(TIME: 2.= |RUN 10/1/1 j 3X6 M TANK

ITGSM 150.12 -0.01 0.00
TARGET: 150.00 0.00 0.00 j

I VELOCITIES ACCELERATIONS
TGSM : 100.0 82.2
TARGET : 0.0 0.0 0.0 -

0

-10k
-200 0. 1 1.5 2 2.5IAERODYNAMIC PARAMETERS

CNA - 1.440 CND - 0.080
1CMA - 0.480 CMD - 0.242 M DISTANCE - 0.1

IMPACT ANGLE - 57.9
SNON ROLLING AIRFRAME ANGLE OF ATTACK - 4.8

Figure 7 - Computer Output of a TGSM Flight against a Stationary Target
located at a downrange of 150 m (zero cross-range).

6-DOF TGSM GUIDANCE SIMULATION
MERN /1/4 3X6 M TANK

[ TGSM : 97.12 -2.04 0.00 I
TARGET: 95.05 0.00 0.00 J+
SVELOCITIES. ACCELERATIONS
TGSM : 100.0 63.2
STARGET: 20.0 20.0 0.0

10
0 :4
10 V

U 0~ -01. 5 1 -- 1.5 2 2.5

AEOYAMI PMEEEM
CNA - 1.440 CND - 0.080
CMA - 0.480 CMD - 0.240 MI DISTANCE - 2.9

S IMPACT ANGLE - 94.8
NON ROLLING AIRFRAME ANGLE OF ATTACK - 14.4

Figure 8 - Computer Output of a TGSM Flight against a
20 m/s Moving Target.



At the beginning of a simulation, the TGSM is always located 150 m above the origin of the
reference frame and, in principle, the target can be anywhere in a 50 by 50 in patch of ground
located between x = 150 and x = 200 m. These target locations represent various degrees of guidance
difficulties for the TGSM. The situation is the most difficult if the target is located at the inner
boundary of the patch of ground and moves inbound. If the target is farther or moves sideways, the
guidance is made easier.

One way to determine the effectiveness of a TGSM configuration is to find the limiting speeds and
accelerations beyond which it will miss the target. We call this a "footprint". In this paper, the
footprints are computed for the most difficult target position.

Pe rformance of the lO104t ~ ta

Figure 9 shows the footprint of the non-rolling 10-g TGSM configuration. The thick line boundary
of the footprint indicates the acceleration/velocity regimes beyond which the miss distances
achieved exceed 1 meter. Within the footprint, there are tags which indicate the conditions under
which a miss distance under one meter was achieved. The numbers in the tags show the impact
angles which were achieved.

It is observed that the impact angle increases as either the target velocity or the target acceleration
increases and this increase is indicative of the difficulty of the terminal homing phase. When it
becomes too difficult, the line-of-sight rate, which is equal to the local heading error divided by the
time to go, becomes too high for the tracking loop to follow and loss of lock occurs. In these
instances, the values of the impact angle and the angle of attack are irrelevant. No attempt was
made to extend the footprint above accelerations of 7 m/s2 .

T FOOTPRINT OF THE 10-G CONFIGURATION
A (NON-ROLLING AIRFRAME)
R NUMBER OF SHOTS: 105
G
E

A 6 767 7818 91
C

EE

R 3 6 6 7 7 7 788 8 91
A
T 2 63 66 071

160616 646 6 9717 77 791 8N 0555 61 6

0 5l1 15 20 25

TARGET VELOCITY

Figure 9 - Footprint of the 10-g TGSM configuration

Figure 9 shows that the non-rolling 10-g configuration can hit targets initially located 150 in in
front of it and moving with constant velocities up to 16.5 m/s (60 km/hr). It also shows that it can
achieve less than one meter miss distance a, -iinst a tank which was initially moving at 10 m/s (36
km/hr) and accelerating at 4 m/s 2 (this tank can accelerate from 0 to 100 km/hr in 7 s!).
Considering that the footprint was computed under the most severe conditions of terminal homing
guidance, the 10-g configuration is considered capable to achieve hits against most armoured
targets likely to be found on the battlefield.

En r~sum6, l'utilisation de missiles sesi-actifs impose a
l'avionneur des contraintes sur le radar (mode ad~quat, port~e, qualit6 e. precison
des informations), sur l'unit6 de navigation inertielle, sur I 'identification des
plots radar. sur les calculateurs (domaines de tir du missile, lols de navigation du
chasseur) et sur la pr~sentation des informations " !'6quipage.
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7Figure 10 shows the distribution of the impact angles and the angles of attack observed for the shots
falling in the footprint. Impact angles range from 57 to 910 whereas angles of attack at impact
range from 0 to 150 with a concentration between 0 and 8*.

105 SHOTS 105 SHOTS
N
U 5
M 8
B
E 20
R 6

0O 15

F
4

S 10
H
0
T 2

0 0ma i
50 60 70 80 90 0 5 10 15

IMPACT ANGLE (DEG) ANGLE OF ATTACK (DEG)

Firure 10 - Distribution of the impact angles and angles of attack at impact
for the non-rolling 10-g configuration

Effec f Rfl t A v

The simulations that were used to construct the footprints of Fig. 9 were run with a forced roll rate of
zero and an initial roll position in the 'lugs-up" position. However, it is important to delineate the
effect of moderate roll rates on the accuracy of the TGSM. Rolling airframe simulation runs were
also made with a forced roll rate of 900/s and the footprint corresponding to the 10-g configuration is
presented in Fig. 11 whereas Fig. 12 shows the distributions of impact angles and angles of attack
at impact.

T FOOTPRINT OF THE 10-G CONFIGURATION
A (ROLLING AIRFRAME)
R NUMBER OF SHOTS : 49
G
E
T

A 6 8
C
C (
E

E
R 3 6 6 7 7 7
A 2

N 0

0 10 15 20 25

TARGET VELOCITY
Figure 11 - Footprint of the rolling (900/s) 10-g TGSM configuration
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Figure 12 - Distribution of the impact angles and angles of attack at impact
for the rolling (900/s) 10-g configuration

Eiof the 15- TKSM nnfiLuatcm

Figure 13shows the footprint of the 15-g TGSM configuration. It extends much further than that of
the 10-g configuration. The TGSM can hit targets moving at a constant velocity of 25-26 m/s
(90-95 km/hr) whereas the 10-g configuration was limited by constant target velocities of 16.5
(60 km/hr) m/s. This configuration can also hit targets initially moving at 16 m/s (60 km/hr) and
accelerating at 4 m/s 2 .

T FOOTPRINT OF THE 15-G CONFIGURATION
A (NON-ROLLING AIRFRAME)
R NUMBER OF SHOTS : 78
G
E

A 6 7
C

EL 4 6 6
E

A 2

0

05 10 15 20 25

TARGET VELOCITY
Figure 13 - Footprint of the non-roling 15-g TCM configuration

The distribution of the impact angles is about the same as with the non-rolling 10--g configuration
but the angles of attack are reduced by half.
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The effectiveness of a steep impact terminally-guided sub-munition has been assessed in terms of
the miss distance it can achieve against stationary and moving tank targets. Two configurations
were considered and tested against the most difficult terminal guidance conditions, i.e. when the
target is located 150 m in front of the TGSM. The 10-g configuration can hit tanks from the near
vertical and with relatively low angle of attack at impact if the tank is not too agile. The 15-g
configuration can do better but it does so at the expense of considerable wing size, and a more
difficult packaging problem.

Theoretically, the 10-g configuration does not possess sufficient lateral acceleration capability to
hit a stationary tank without acceleration saturation but the saturation is short enough that the
TGSM can correct its flight path to a colision course before it hits. In most cases, there is still some
heading error to correct, and this is shown by a non zero angle of attack at impact. The 15-g
configuration has sufficient lateral acceleration capabilities to hit stationary targets without
saturation but has periods of saturation against targets moving at constant velocities above 12 ni/s.
Simulation runs made with rolling airframes reduce the footprint without altering much neither
the impact angles nor the angles of attack at impact. The 10-g TGSM configuration is considered
capable of achieving hits on most targets likely to be met on the battlefield.

A word of caution! The simulation is a 6-DOF simulation which takes care of the effect of roll rate,
time lags and the saturations of the seeker field of view, tracking loop and fin actuators. However,
the aerodynamics is linear and no account is made for backward shifts of the center of pressure
with incidence. The seeker always knows exactly where the target is, there is no blind time
without guidance, and the seeker can loose lock only when its gimbal cannot follw the line of sight
or when the gimbal reaches its maximum look angle. Additionally, the TGSM moves in still air.
There are no wind or wind gust, no turbulence. These are ideal conditions!

This study is to be pursued to consider (1) a more realistic aerodynamics with backward shifts of
the center of pressure with incidence; (2) random perturbations of the line of sight; (3) random
winds; and (4) the search phase and handover from search to track.
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EFFECTS OF CLOSING SPEED UNCERTAINTY ON OPTIMAL GUIDANCE
by

W. W. Willman
Research Department

Naval Weapons Center
China Lake, California 93555

USA

->An idealized planar intercept is analyzed in which an air-to-air homing missile has
Wangular measurements of the line of sight to a randomly maneuvering target and seeks to
Suse a guidance law which optimizes a specific performance criterion. If the closing
*speed were known precisely, the optimal guidance law for this case would be proportional
navigation with a certain navigation gain. There is uncertainty in the closing speed,

Showever, because of the target maneuvers and lack of range measurements. The effect of
Sthis uncertainty on the optimal guidance law is to increase the nominal value of the
navigation gain, and apparently to add a rapid weaving component if the fractional
uncertainty in the inverse target range exceeds a certain level.

INTRODUCTION

A common form of homing missile guidance is "proportional navigation," meaning that
the commanded missile acceleration lateral to the line of sight to the target is
proportional to the observed angular rate of this line of sight in inertial space. The
constant of proportionality is called the feedback gain, and is itself the product of
two factors, the closing speed and the so-called navigation gain. The navigation gain
must be greater than 2 for the missile to close on a constantly accelerating target.

If the closing speed is known, proportional navigation with a navigation gain of 3
is a close approximation of the optimal guidance law against a randomly maneuvering
target for minimizing an weighted average, within wide limits, of the squared miss
distance and tinewise integrated drag force. Squared miss distance is approximately
proportional to the probability of unsuccessful intercept, except in the uninteresting
case where this probability is large, and both the speed and remaining range capability
of the missile at intercept are decreasing functions of the integrated drag force. Thus
this single guidance law is a natural choice for all the objectives of hitting the
target, maximizing the intercept speed and maximizing the missile range, under the
condition of known closing speed.

This condition is often not met, however, because only the line-of-sight direction
is measured and the closing speed varies for a number of reasons, including inherently
unpredictable target maneuvers. A common practice in this case is to raise the
feedback gain beyond the value which would nominally provide the optimal navigation gain
of 3, so that this gain will be high enough to close on the target for any plausible
closing speed. Another possibility is for the missile to weave deliberately and use the
resulting parallax to form a running estimate of the target's range, thereby deducing a
more refined knowledge of the closing speed. This paper provides a theoretical basis for
these remedies by minimizing the same kind of weighted average as described above under
the assumption that the missile measures only target direction and the target maneuvers
randomly in all directions, thereby producing a randomly changing closing speed. The
resulting optimal guidance law is still almost independent of the weights in this
average.

A PLANAR INTERCEPT PROBLEM

It suffices for this purpose Il] to consider the relative planar motion of a pursuer
intercepting an evader:

U u,a = pursuer acceleration components

t v = relative velocity component

pursuer v, a (orthogonal component assumed much smaller)

inital lne-o- -randomly maneuvering

sight direction

r

For small 0, the dynamics of the motion shown here are approximately
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dw = (2vkw + Xu)dt + dw 1 (X
2
q dt)

dX = X2v dt X, v will be considered known

dv = a dt + dw 2 (c
2
q dt) ) at the initial time t = 0

where:

= d6/dt

A = 1/r

dw I, dw2 are independent Wiener-process increments whose arguments
denote their variances over time increment dt.

These Wiener-process increments are good approximations of the effects of random target
accelIration components with average magnitudes A and cA, and correlation time T, if
q = A T. (2] They could also represent the effects of unpredictable variations in the
aerodynamic forces on both vehicles. The pursuer can measure 8 and select the control
acceleration u at each time instant t. There is usually a fixed relation between u and
the other acceleration component a, but a is typically much smaller. Since its value is
also known to the pursuer, its effects can usually be ignored as unimportant (1] as long
as its (known) integral is added back to v, or estimate thereof, in using any results
obtained this way. Thus we will treat only the casc of a = 0 here. Predictable
aerodynamic forces, such as base drag, have likewise been ignored.

The probability of intercept failure is often approximately

S- e(D c /R) 2  D= distance of closest approach

Pf = -RL = radius of effectiveness

42
This can be closely approximated in the interesting range of 5% 60% as Pf ;2 for
any r such that v

4L  r < v/L , M = max. relative acceleration. (1)

Such a choice of r is possible in the usual case of

N~nzero control accelerations u add an "induced" drag force, typically proportional to
u , to the unavoidable base drag on the pursuer. The pursuer's airspeed and remaining
range capability at intercept will be decreasing functions of the integratei total drag
force, so maximizing a weighted average of the probability of successful intercept and
either the pursuer's range or its airspeed in the vicinity of intercept is approximately
equivalent to minimizing a performance criterion of the form

J E K| rf( ] 2 +fu 2 d (2)

f~ ti 0 ti
where

K > 0 (relative weight given to intercept probability)

E denotes prior expected value

rf = some value of r satisfying (I)

tf = time at which r = rf.

NORMALIZED COORDINATES

It is convenient to define a nominal inverse range variable by

d X2 v  ; A(0) = X /r)

dt o o 0

and the corresponding normalized dimensionless variables

(X -)/ fractional departures of A and v from nominal values
8 (v - v0 )/v o J

=q normalized line-of-sight rate and control

- u

= ln(7 oX 0 ) new "time" variable.
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Since dr = Xv dt, the dynamics can be expressed in terms of these new variables as

dZ = + 2a + 28 + 2ac)a + (I + a)ljdT + dwl[(l + a) 2dTj (3)

da = (a +.8 + 2aB + a 2 
+ a

2
8)dT ; (0) = 0 (4)

dB = dw 2 (Q e-Td-) ; 8(0) = 0 (5)

where 2
Q = qr (typically .001 - .1)

vo
0

REVIEW OF SPECIAL CASE: c = 0

In the more familiar version of this problem [1], X and v assume their nominal
values with certainty at all times. This corresponds to the special case of c = 0 here,
meaning that dw 2 is zero, and consequently a = 8 = 0, for all T. In this case, criterion
(2) can be expressed as

= E 5f
2 (T + 2 dT (6)q

where 
L 0

'Tf = ln(r0 /rf), a predetermined constant, and

Sf = K(rf/Vo) 32 

Minimizing J/q is obviously equivalent to minimizing J.

Assuming that e is measured accurately enough to treat 1 as known (see next section),
the problem of finding a control law to minimize (6) has the well-known "linear-
quadratic-Gaussian" form [1] if no constraint is imposed on the control magnitude. Its
solution is

-3(Tf-T)

+ (f W
S f

If the pursuer's control acceleration is constrained to Jul S U, this result is still
meaningful if K < R U6 /q3 , which implies [1] that the root-mean-square (r.m.s.) u
corresponding to the 0 of (7) will always remain less than U.

The influence of the terminal boundary parameters Sf and Tf on the optimal control
decays in reverse (transformed) time Tf - T with a time constant of 1/3. This
corresponds to a range increase of about 40%. More generally, the choice of state and
control variables used here essentially "localizes" the optimization problem to range
ratios of this order. This means that, except for boundary effects near intercept,
control optimality at a given current time is governed primarily by the behavior of 5
and a over the next 40% reduction in range to the evader.

The effective range of these boundary effects is determined by Sf and Tf, and
typically constitutes only a very small terminal fraction of the engagement. At longer
ranges, the optimal control law (usually called a guidance law in this context) is
approximately

u= 3V1 (8)

when expressed in terms of the original variables. This guidance law is an example of
proportional navigation, in which the control is proportional to the line-of-sight rate
w. The navigation gain is 3 in this case. Except for the boundary effects near inter-
cept, this single guidance law is optimal for any criterion of the form of (2), meaning
for any relative weighting of integrated drag and probability of intercept failure.

APPROXIMATE CONDITIONAL DISTRIBUTION OF a AND B
(for lfl, 1 << 1)

As a first approximation, we retain only the lowest-degree terms in (4) and (5),
which gives

da = (a + 8)dT (9)
and d8 = dw 2 (Q e-TdT). (10)

If the available measurements z of e are sufficiently accurate, first and second
differences over an interval At can be used to construct estimates of the corresponding
Z and increment Ar such that
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1. the change in T (= v At) is - 1, so that U and can be considered constant over
At, and

2. At is long enough that the errors in the Aw estimate caused by z-errors are small

compared to the average M-increment caused by the random target acceleration.

For z-errors approximated as "white noise" in the usual way, i.e., with

dz = e dt + dw(n dt)
and 2

a = r.m.s. measurement error (z-6)

A = error correlation time,

this accuracy condition is
n<< .01 q)v 0.]II

This is usually satisfied for air-to-air homing missiles. In this case, c can be treated
as precisely known and (3) can be used to construct an equivalent measurement g in which
the target acceleration is the dominant error, with

d E z 1(r + 27)a + 238]dT + dw1(d) . (12)

This results from using = A/AT - 3Z/2 - 5 and deleting all but the linear terms in
a, 0 and dw1 from (3) as relatively small. Applying standard results of Kalman filtering
theory [3] o the measurement system of (9), (10) and (12) shows that the conditional
probability distribution of a and 8, given the available 8-measurements, is bivariate
Normal, whose mean and covariance matrix, denoted here as

[~and[I B]

obey certain differential equations. When expressed in terms of the normalized
covariance parameters P = P/Q , I = B/Q and E = L/Q , these equations assume the
more instructive form

da=(& + A)dr +4 =GaGI 5 + 2@(fi + P)
G2 = 5B + 2)(B + L)

dO = QG 26L 6 = d - [5& + 2(& + )]dT

with zero initial conditions at T = 0 and

P= 2(P +) 2 d( p (131

B = B + L - QG 1G2  (14)

L= e T - QG 2 (15)

For Q - 1 and 5 and 3 of order unity, it is clear from these equations that the 6-
measurements have little effect on this conditional distribution, so that c 0 and

P 5 2T(l - eT) (16

B 9 e eT(1 - e-') 2  117)

L 3 Q(l - e-T ) (18)

until P becomes comparable to 1. After this it is no longer reasonable to approximate
a, whose variance is P, as small compared to 1.

OPTIMAL MIDCOURSE GUIDANCE

Taking conditional expectations in (3) under the preceding conditions shows that,
given the currently available 8-measurements,

3E(d&) = (( + 2B) + 7I]dT (19)
and

E(d@ 2 ) 2 (1 + P)d (20)

to a good approximation. If Q is not extremely small, however, (6) cannot be used as an
equivalent criterion (i.e., one for which the same control law is optimal) because there
would be a significant probability that the actual range r does not satisfy (1) when
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T= Tf; in fact, intercept might already have occurred. In this case, an optimal
expected cost-to-go function H* can be defined in the usual way [4], conditioned both on
the available 6-measurements and on whether or not intercept has occurred yet (the cost-
to-go being zero if it has). For a T1 > 1 such that

2 1
e < 3/Q , (21)

which exists for the small values of Q being considered here, P, B and L will remain
small compared to unity in the interval [0, T1 3. Thus the probability is negligible that
r will go to zero before T = TI, and the conditioning of H* on the non-occurrence of
intercept can be ignored in this interval. Conditioning on the 6-measurements is also
trivial there except for determining the current value of 1, so the partial function of
H* restricted to T < T, and the non-occurrence of intercept is essentially a function H
of M and T only. Since H(@, l) is an even function of w by symmetry, expanding it in a
Maclaurin series gives

A2H 2
H(63, r = constant + - + higher-degree even terms in (L.

The higher-degree terms are relatively small in the interesting case where the pursuer is
able to keep the unnormalized line-of-sight rate small [2]; anyway, the coefficients of
such terms decay to zero in reverse time, as might be expected from the "localization-in-
range" property noted earlier. Thus, since the constant term has no effect, the
Principle of Optimality of dynamic programming 14] implies that the optimal control law
minimizes the equivalent criterion

212 a 2H
J = E S F(Tl) + 12 dT S 1 = h = (22)

for i < T1 only. Also, (19) and (20) will be valid then for 6 and 5 of order unity.

The Bellman equation for the optimal control law of (19), (20) and (22) becomes [4]
3H 2 aH 22a dT = min E [ U dT + T d + 22H d 2]; H(L, T1) = S (23)

aaMWay)
2  1

where the expectation is conditioned on FU(T). For the expectations of (19) and (20), the
solution is

H(7, T) = S(T) F2 + n(T)

with
= - S4 , (24)

- S = (3 + 4B)S S 2 ; S(T S (25)
and -s ~ 1  1 (5

- T = (1 + P)S un(TI) = 0.

Eq. (25) can be integrated in reverse time from T1 by substituting from (17) for B(T).
Defini..g 1 1

x - - and h=t 1 - T

then gives

dx - 3x - 2Q(e 1 h- T 1 x = 1 1 at h = 0.
dh- 2+e )(+ ; l 3a

If the indicated term is ignored as relatively small, this differential equation can be
integrated in h to give

= 1 1+ (e 4 -1 e-3h Q ilh 4 h- 1IS 1- 3 3 e _S + e )

This result is consistent with the ignored term being smaller than the others, except
perhaps for a transient at h = 0. Thus, since Q << 1,

4-

s 3 [ 1 + Q (e - 4 + e- T)],

except for a transient at T = T1 whose effects decay exponentially in reversed
transformed time h with a time constant of 1/3 (i.e., a 40% range inctease). From (17),
(18) and (24), the corresponding approximation of the optimal guidance law can be
expressed as

u = - 3(1 + 2B + L + Q/6)F . (26)

This guidance law is consistent with the assumption of order-unity F and 9 used in
solving the Bellman equation for it.

If c = 0, 0 = B = L = 0 and this guidance law reduces to (8), as it should,
because (26) becomes

u = - 3(1 + 2B + L + Q/6)v0
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in terms of the original state and control variables. As in that special case, this
single guidance law is a natural choice for all the objectives of successful intercept,
maximizing the pursuer's range, and maximizing its airspeed at intercept. This guidance
law still has the form of proportional navigation, but with a higher navigation gain than
3 for Q > 0 since, from (17) and (19), B and L are both positive then. For the midcourse
region of I < T < T,-h , this navigation gain becomes predominantly 3 + 6B , which is
also not a bad approximation when T < 1 for the small values of 0 being considered here.
With this simplification, the optimal guidance law here can be expressed as

Iu = - 3 [ 1 + 2 cov(X/X, v/v 0 ) 1 v0 . (27)

The restriction of these results to T < T1- h and I >I e2 T (a P) is approximately
equivalent to the restriction i

where r is the nominal range 1/K. The form of (27) suggests using the factor in square
brackets to compensate proportional navigation laws more generally for range and closing
speed uncertainty, with an estimated X and v used in place of X and vo . (X is a more
natural quantity than r to estimate from angle measurements [5].) The analysis here can
also be carried through for nonzero P(0) and L(0), which corresponds to an uncertain
initial range and closing speed. This extension leaves (27) unchanged, and only changes
(26) by adding L(0) to 0. The formulas for P, B and L become more complicated than
(16)-(18), however.

WEAVING AND EXTENSION OF MIDCOURSE REGION

So far, the conditioning of the a,B- distribution on the 6-measurements has been
ignored in the control optimization, since this is a small effect. We now analyze this
effect to a limited extent by considering the possible optimality of deliberate weaving
by the pursuer to reduce the uncertainty in the evader's range and closing speed with
the resulting parallax information. The normalized control U is decomposed as

m + (28)

where m varies at only a moderate rate, but * alternates sign rapidly such that over any
appreciable increment A in (logarithmic) time,

J * dT a 0 (29)
T

and
T+AJ *

2 dra D2& (30)

T

also having oily a moderate value. The analysis here will be even cruder than before,
and insensitive to any detail of the alternating (i.e., weaving) control component 0
beyond its locally averaged magnitude D. For definiteness, 0 can be imagined as the
moderately varying D multiplied by a quantity which alternates rapidly and regularly
between ±1:

normalized
control

These alternations must be slow enough, however, that the assumptions underlying (13)-
(15) are still valid. This constraint need not violate (29) and (30) if the pursuer's
6-measurements are accurate enough. A useful property of this weaving control component
is that, over any significant increment in T,

f(0 + A) 2 dT OF /2 dT + /A2 dr (31)
if A varies at only a moderate rate with T.

Here we seek only the approximate level of the weaving component in an optimal
control law of the form of (28), and proceed under the assumption that P >> B and P >> L,
as was true before except for boundary effects. Retaining only the dominant effects of
the uncertainty in a and 8, and using (19), (20), (22), (29) and (31) gives

an a[- + mldT + dw[(l + P)dT]and2
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2 f m2  2
J = E [SI2(TI

) 
+ P (m + D )dt]

0
If the effect of m on P is disregarded as minor here, the optimization of m is
independent of D and P with the methods of the preceding section, which give m Z -36
except for boundary effects. As a result, optimizing the weaving control magnitude
becomes approximately the problem of finding D 1 0 to minimize

J = E [SI 2(T ) + f (97 2 + D2 )dT]

with 0

= - 1 M dT + dw[(l + P)dT] (32)2

and, by virtue of (31),

= 2P -P
2 (2 + D

2

Defining
x = l/P,

Y = prior expected value of w

F = D2 _ @2 (used as the control variable),

and using standard methods [3] to determine Y from (32), converts this optimal control
problem to that of minimizing

j= S1 Y(t) + f (BY + F)dT

with 0

=-3Y + 1 + /x, (33)

= - 2x + F , (34)

and the control constraint F Z M2. This constraint is a-priori random, so as a further
approximation, we will use the deterministic constraint F ? 0 and interpret any resulting
F < Jj as specifying a weaving magnitude of approximately zero.

If a Hamiltonian is defined as H = F + BY + X (F - 2x) + X y(1 + 1/x - 3Y) , then
[1] equations for F minimizing J are (34),

-y = - 3Xy + 8 ; Xy( = S 1  (35)

- ix = - 2Xx - Xy/x2 ; X(T) 0 (36)

F = 0 for Xx < -1F = j x

value keeping Ax = -1 otherwise (singular arc)

The effects of the terminal boundary conditions on the solution again decay in reverse
transformed time. From (35), X, is always positive and approaches the steady-state value
of 8/3. Substituting this and Yhe singular arc conditions into (36) gives x = 2//,
for which (34) gives F = 4//i'. Using (13)-(15) then gives approximately

P =1 (37)

x

B L

=Q e
- ' - U 2 L2

D = 4//3:- 2 (38)

for the singular arc solution away from the terminal boundary. This is consistent with
the earlier assumption of P >> B and P >> L. Finally, (33) shows that Y, the variance
of 7, approaches a steady-state value of only 11 + V3 )/3 under these conditions. Since
M is a zero-mean Normal random variable [3], i has mean Y and variance 2Y2 , which
implies that the optimal magnitude of the (normalized) weaving control in (38) is
meaningful with high probability by the Chebychev inequality.

The basic result here is that no amount of weaving is ever optimal under the
conditions of the preceding section, because t1 was defined there so that P remains
considerably less than 1, meaning that the above singular arc conditions never arise.
However, the singular arc solution provides a reasonable basis for extending the results
of that section beyond such TI, which, as (21) shows, can cover a considerable portion of
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flight before the terminal boundary region is reached. The high probability of (381
being positive reflects the fact that the weaving component dominates the effect of the
control on the conditional a, a - distribution. Thus it is a good approximation in this
context as well to optimize the homing control component without regard for its effect
on this distribution. If done in the presence of a weaving component with magnitude (38),
P would be kept below 3/i', so an estimated current range (or inverse range) would remain
a somewhat meaningful quantity. An optimal current homing control component could then
be determined as before by using the estimated current inverse range and closing speed
as nominal in place of I and v., and by restricting consideration to the next half-unit
or so in T by virtue of ?he localization-in-range property. The approximation would be
poorer in this case because it ignores a more significant probability of the actual r
going to zero over the next halving of estimated range. Also, P and B would be large
enough that & and 0 would vary somewhat from zero, although such variations would be
comparatively minor over this short a T-interval according to the Kalman filter
equations. This optimization procedure gives the (normalized) homing control as U of
(24) and (25), with B as specified by the singular arc conditions rather than (17). If
the relatively small variation of B is ignored in the integration of (25), S = 3 + 4B
in this case away from the terminal boundary. The corresponding optimal control law
approximation is given by (28), (38) and

I mra= - (3 + 4B, Y ,

which is fairly close to (27) with the weaving component added.

CONCLUSION

The main effect of the closing speed uncertainty on the optimal guidance law is to
raise the apparent value of the navigation gain by approximately the factor in (27) - and
possibly superimpose some rapid weaving. Significant weaving is not optimal, however,
until the range uncertainty grows to a certain level. This level, and the resulting
optimal short-term average magnitude of the weaving component, appear to be approximately
those given by (37) and (38) in terms of normalized variables. The analysis here is not
accurate enough to specify the optimal weaving in any further detail, however. On the
average, this weaving is somewhat smaller in magnitude than the other component
(proportional navigation) of the optimal guidance law. It nevertheless provides most of
the parallax information about the radial relative motion because proportional navigation
actually suppresses parallax by acting to null out the line-of-sight rate. These results
are subject to the restrictions of (2) and (21), and also do not apply inside a small
terminal boundary region near intercept.
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1.RESUME

Les constructeurs d'armementa a6rcport~s congoivent et d6veloppent des pro-
duits de plus en plus sophistiqu6s ; ii ne faut cependant pas oublier que l'obtention
de mani6re op~rationnelle des performances optimales de ces armes eat une consiquencei
de l'homog~n6it6 de l'association "avion-6quipage-arme". Ils imposent ainsi a
l'avionneur'de r6soudre un nombre croissant de probl~mes dont la s6v6rit6 augmente
avec la sophiatication de Ilarmement.

L'avionneur doit donc r6aliser un compromis de plus en plus compliqU6 entre
les besoina de l'arine, la vuln6rabilit6 de l'avion (discr6tion, signature radar, dis-
tance de passage par rapport L l'cbjectif ... )4, la charge de travail de 1'6quipa-
ge, ... pour assurer la meilleure ad6quation possible "avion-6quipage armement".

Les contraintes varient selon le type de l'arme mais peuvent se regrouper en
ifamilles:

- contraintes d16volution avant, pendant et apr~s tir,
- contraintes de perf'ormance du syst~me de navigation et d'attaque,
- contraintes de cotnpatibilit~s entre lea diff~rents armements,
- contraintes m6caniques,
- actions de l'6quipage.

Notre con±'6rence se propose de montrer quelles sont lea contraintes pos~es L
l'avionneur et pr6cise quelles sont les indispensables relations entre celui-ci et le
fabricant d'armement pour arriver A la meilleure association possible "1avion-6quipa-
ge-arme"l avec des armeisents de plus en plus sophistiqu~s.

2. INTRODUCTION

Lea fabricants d'arines congoivent et d6veleppent des produits de plus en plus
sophistiqu~s, mais dent l'adaptatien sur avion impose &L l'avionneur de r6aliser des
compromis de plus en plus compliqu6s pour assurer, grice A Ilhomog6n~it6 de l'asso-
ciation "avion (s) - 6quipage (s) - arme", Ilef±'icacit6 de ces armes.

Notre conf~rence se propose de reontrer successivement sur les armements AIR/
AIR puis sur lea armements AIR/SOL et AIR/MER quels sent les probl~aes que l'avionneur
doit r6soudre pour r6aliser ce compromis.

En conclusion, nous prepeserons le point de vue des AVIONS MARCEL DASSAULT-
BREGUET AVIATION sur la mani~re de r~duire ces problimes et d'eptimiser l'homog6n~it6
de l'association avion (a) - 6quipage (s) - arme.

3. CAS DES ARMEMENTS AIR/AIR

1l eat possible de classer lea armements AIR/AIR tir~s d'avien en trois t'a-
milles:

- autoclirecteurs passifs,
- autodirecteurs semi-actif's
- autodirecteurs actif's.

Cet ordre correspond &k la fola &L un ordre chronologique et A un nombre crois-
sant de contraintes impos6 A l'avionneur pour obtenir la meilleure adaquation "avion-
6quipage-arme" possible. Nous nous preposons d'6tudier succeasivement ces trois types
d'armements AIR/AIR.

3.1. Cas des autodirecteurs passif's

L'autodirecteur de ces missiles eat du type inf'rarouge ; l'arme est done at-
tir~e par les points chauds de la cible. Le MAGIC (FRANCE) et le SIDEWINDER ou AIH9
(USA) sent des exemples de ce type d'armement. Ces armes sent du type "TIRE ET OUBLIE"
et sent plut~t utilis6ea en combat rapproch6 ou en autod6f'ense (la difft'rence entre
ces deux actions r6side dana le caraetbre offensif' de la premi~re et dans le caract !re
d~fensif' de la seconde).
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Les missiles passit's peuvent &tre utilis~s en autonome et dan. ce cas ils ne
n~cessitent pas d'apport d'information de la part du Syst~me d'Armes de l'avion, si ce
n'est l'ordre de tir venant du pilote. En effet, la mission se r6alisant dans le champ
visuel du pilote, aucun calcul de domaine de tir, aucune identification autre que vi-
suelle n~e sont strictement n~cessaires. Si le missile est utilis6 en mode int~gr6, ii
Taut alors lui transmettre la direction d'accrochage du radar et les exigences quant A
ce capteur deviennent identiques A celles que nous d~velopperons pour les missiles
semi-actifs dans le paragraphe suivant.

Par ailleurs, les armements passifs n'impzsent aucune contrainte d'harmoni-
sation m~canique sur l'avion. Les principaux probl~mes m~caniques que doit r~soudre
l'avionneur sont une cryog~nie de l'arme et l'adaptation d'un lance-missile au point
d'emport consid6r6.

En conclusion, nous pouvons dire que les missiles passifs, du fait de leurs
exigences r~duites, sont des armements pouvant s'adapter sur tous les avions et sur
tous les Syst~mes d'Armes. Le MAGIC en est une preuve du fait de sa pr~sence Sur une
vingtaine d'a~ronefs au momns.

3.2. Cas des autodirecteurs semi-actifs

Les missiles semi-motifs repr6sentent un ensemble d'armement dont le but est
de r~aliser des interceptions i moyenne port6e. L'autodirecteur de l'arme est du type
6lectromagn6tique. Le SPARROW ou AIM7 (USA), la famille des 530, SUPER 530 F, SUPER
530 D (FRANCE) ou encore le SKYFL.ASH (ROYAEJME UNI) sont des exemples de ce type r''ar-
mement. Ces missiles sont plus contraignants pour l'avionneur que les missiles pas-
sifs pour deux raisons majeures:

- leur principe de fonctionnement
- leur philosophie d'emploi

L~e principe de fonctionnement de ces missiles impose A l'avionneur d'embar-
quer un moyen permettant d'illuminer continuellement la cible et d'assurer pour les
missiles utilisant l'effet Doppler (SUPER 530 D par exemple) une r6f~rence arni~re du
missile. Ceci impose donc:

- de poss~der un radar et un mode de fonctionnement de ce radar permettant l'iliumi-
nation continue de la cible (poursuite sur information continue)

- de poss~der dans certains cas un illuminateur continu
- de boucher les trous du diagramme d'antenne du radar pour illuminer la r6f~rence
arri~re de l'arme

Ce principe de fonctionnement a 6galement pour cons~quence, du fait de la n6-
cessit6 d'illuminer de mani~re continue la cible pendant le vol complet du missile,
d'augmenter la vuln~rabilit6 de l'avion par perte de toute information Sur la situa-
tion tactique (apparition d'autres plots radar par exemple) pendant ce laps de temps
(de 20 i 50 secondes) mais aussi par la limitation des 6volutions de l'avion.

Par ailleurs, certains missiles n6cessitent de recevoir un niveau minimal de
signal comme r~f~rence arri~re, ce qui impose une certaine puissance d16mission du
radar en dehors du lobe principal.

La philosophie d'emploi des missiles semi-actifs 6tant de r~aliser des inter-
ceptions moyenne port6e, la cible se trouve par d6f'inition hors du domaine visuel du
pilote. Ceci impose done i l'avionneur de concevoir un Syst~me d'Armes poss~dant:

- un radar permettant de d~tecter lea cibles suffisamment loin pour utiliser les
capacit~s maximales de l'armement (g~n~ralement on consid~re qu'il existe au
momns un facteur 1,8 entre la port6e de l'arme et la distance de d~tection minima-
le du radar)

- un moyen d'identification s~r car le tir est effectu6 sur un plot radar

- un moyen de calculer les domaines de tir du missile et les lois de navigation du
chasseur

- des informations de bonne qualit6 sur la position, sur la vitesse relative chas-
seur-cible pour calculer les domaines et lois pr6c6dents, ce qui impose une clas-
se de performances de l'unit6 de navigation inertielle et du radar du chasseur

- une symbologie ad~quate pour une pr~sentation synth6tique des informations a
1 'Aquipage.

Le fait que l'arme, outre des informations angulaires sur la cible, des in-
formations de distance avion-cible ou de vitesse relative avion-cible si le missile
utilise l'effet Doppler, regoive un 6chantillon de fr~quence, a pour cons~quence de
constituer des couples radar-arme, ce qui eat une contrainte suppl~mentaire impos~e A
l1myionneur.

Par ailleurs, si on d~sire avoir la possibilit6 de r6aliser des tirs d'arme-
ments semi-actifs ayant leur autodirecteur d6JA acorochg sous l'avion, l'avionneur
doit 6tudier les probl~mes de d~couplage avec le radar et de r6aliser un syst~me de
cr~neaux temporels par exemple pour 6viter tout probl~me.



En r~sum6, l'utilisation de missiles semi-actifs impose a
Ilavionneur des contraintes sur le radar (mode ad~qoat, port~e, qualit6 et precis~on
d es informations), sur l'unite de navigation inertielle, sur l' identification des
plots radar, sur les calcolateurs (domaines de tir du missile, lois de navigation do
chasseur) et sur la pr~sentation des informations I 1'6quipage.

3.3. Cas des autodirecteurs actifs

Les armements actifs repr~sentent la derni~re g6n6ration d'armes AIR/AIR ti-
r~s d'avion. Les seules 6tudes en cours actuellement sont 1'AMRAAM (USA) et le M!ICA
(FRANCE). Pour ce dernier, la plage d'utilisation possible couvre le domaine du com-
bat a6rien et s'~tend jusqu'A celui de l1interception longue port~e. De plus, paral-
l~lement A l'augmentation des performances et des capacit~s de ces armes, 1a possibi-
litg de faire du tir molticible apparait.

Suivant le type dlutilisation, le vol du missile se d6roule de m~.ni~re dife6-
rente comme le montrent les trois cas de tir suivants

- tir A longue port6e :trois phases de vol

1 vol inertiel avec liaison avion-missile pour rafraichissement des infor-
mations

2 vol inertiel pur

3 acorochage de l'autodirecteur actif

- tir A moyenne portle :deux phases de vol

1 vol inertiel pur

2 acorochage de lautodirecteor actif

- tir ht courte port~e de combat :une oL deux phases de vol soivant le d~pointage

0 r~duction du d~pointage si 11 est important)

I acorochage de l'autodirecteur actif

Les trois exemples pr~c~dents montrent que le cas de tir le plus contraignant
est celui do tir A longue port6e. Dans ce cas, l'avionneur doit:

- rlaliser une liaison avicn-missile, c'est-A-dire qu'il doit impianter dans
l'avicn on 6metteur ayant des performances telles qu'i tout instant, le bilar de
liaison soit assur6

- assurer lavion et ao m 'ssile on rep~re de r6f~r'ence common

- assurer on alignement par recopie du missile de l'ordre de 30 mrd, ce qui impose
davoir one bonne datation des informations ineitielles issues do Systlme d'Arees
de l1avion

- assurer one d~tection suffisamment lointaine des cibies et dono d'int~grer so
Systlme d'A~mes on radar aux performances ad6qoates

- assurer one identification si~re des plots radar d6tect6s

- calculer on domaine de tir do plus en plus complexe do fait de l'augmenta' 'ion des
performances des armements et donc de disposer de param~tras fisos do " ystlme
d'Armes de lavion de plus en plus pr~cis (radar et centrale AIinertie)

- assurer, do fait de la capacit6 multicible, la gestio. de plusieurs missiles, de
plusieurs d6signations dobjectif, de plosieurs liaisons avion-missile et de pre-
senter de la mani~re la plus synthltique possible toutes ces informations
1 '6quipage

- assurer des critLres de choix dus au multicible (qoel missile sur quelle cible

- prendre en compte dans la d~finition do Syst~me d'Armes les charges et d~bitS dle
calcul n~cessit~s par l'emploi de ces rmements.

En ce qoi concerne le tir I moyenne port6e de missiles actffs, les problhmes a
r6soudre sont lea mimes, A lexception de ceux lids I la liaison avion-missile qui
disparaissent.

Le tir A courte port~e 00 le combat nlcessitent quant a eux la prIsence de
capteors (optroniqoes 00 Viseor de casque par exemplej suppl6mentaires poor pouvoir
effectuer des d~signations d'objectifs A des gisements par rapport i lavion ailant
jusqolA + 90 degris.

Si Ilon consid~re on systlme global de plusieu:5s avionr amis (les combats
AIR/AIR sent rarement do on contre on), les armements A autodirecteor actif do fait or
la capacit4 multicible qolils apportent, accoissent lea problimes posis I l'avion-
neor poor rendre la coop6ration efficace:

- 6tablissement d'un repire common entre les avions
- 6tablissement dune liaison data link protig~e pour les 6changes d'informations
- recherche des informations n~cessaires A prisenter I cLaque pilote
- prise en compte de param~tres externes I l'avion dans les crit~res de choix multi-

cible

On ddtermaine ensuite une repr~Aentation d'dtat rficurrente A partir de la reprdsentation d'dtat
continue que nous venona de prdaenter ; aprAe avoir envisager lea crit~ree d'observabilitEf et de
gouvernabilitd du systbme ainsi obtenu, il me reete plus qu'h appliquer la thdorie classique du filtrage
de KALI4AN discret pour dfteruiner un filtre de houle nuradrique optimal (au sons d'une variance d'erreur
minimale).
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En r~sumA, l'emploi de missiles actifs impose AL lavionneur de r~soudre un
nombre 6lev6 de probl~mes. Du fait que ce concept soit en cours de d~veloppement et
afin de minimiser ces contraintes pour ne pas privil~gier un aspect au d~triment d'un
autre, le dialogue doit 6tre permanent entre le fabricant de l'arme et l'avionneur qui
poss~de une vue globale du probl~me.

G. AS DES ARMEMENTS AIR/SQL ET AIR/MER TIRES D'AVIQN

Autant il est simple de classer les armements AIR/AIR tir~s d'avion en un nom-
bre r~duit de famille (trois en l'occurrence), autant cette classification est diffi-
Qiue pour les armements AIR/SQL et AIR/MER tir~s d'avion du fait de leur grande variA-
t6 (bombes lisses, bombes frein6es, bombes superfrein6es, bombes modulaires, missiles
A autodirecteur laser, missiles A autodirecteur TV, missile a autodirecteur radar,
roquettes,....) et des particularit~s de chacun. C'est pourquoi nous avons pr~f~r6
faire une 6tude des diff~rents types de probl~mes pos~s a l'avionneur en l'illustrant
par des exemples.

Ces probl~mes peuvent se regrouper en quatre th~mes principaux mais non tota-
lement distincts comme nous le verrons dans la suite de l'expos6. Ces th~mes sont

- contraintes impos6es au niveau du Syst~me d'Armes de l'avion
- contraintes au niveau des 6volutions de l'avion pendant la mission
- contraintes au niveau des actions de 1'Aquipage
- contraintes au niveau de la vuln~rabilitA de l'avion

4.1. Contraintes au niveau du Syst~me d'Armes

L16volution des performances et de la complexit6 des armes impose d'une part
une qualit6 toujours plus grande des param~tres 6labor~s dans le Syst~me d'Armes de
l'avion et d'autre part parfois la pr~sernce de capteurs externes sans lesquels l'em-
ploi de l'arme serait impossible.

L'Avolution des performances des armes a pour consequence de donner aux
conditions initiales d'utilisation des armes une part de plus en plus importante dans
le budget d'erreur final de ces armements. Ainsi par exemple, si l'on consid~re des
tirs sur coordonn~es o6i une phase de vol de l'arme est une phase de navigation iner-
tielle et clest une tendance actuelle afin d'augmenter les port~es, l'avionneur doit
r~soudre les probl~mes suivants:

- probl~mes d'harmonisation m~canique de plus en plus pr~cise de l'arme sur son py-
l8ne et du pyl~ne sur l'avion, ce qui augmente les coi~ts de fabrication

- probl~mes de proc~dure d'ali-gnement de la centrale de l'arme sur la centrale de
l'avion, ce qui a pour consequences d'imposer des contraintes d'Avclution de
l'avion, des contraintes sur la qualitA et la pr~cision des informations issues
de la centrale avion, des contraintes sur la qualit4 de datation de ces informa-
tions, des contraintes sur la qualit6 des recalages pr~c~dant l'alignement

- probl~mes de compensation par logiciel des modes souples de l'avion

Si l'on consid~re maintenant qu'une liaison data link mono ou bidirectionnel-
le entre l'avion et le missile soit n~cessaire comme cela pourrait &tre le cas pour un
missile tir4 sur coordonn6es dont on voudrait rafraichir la d~signation d'cbjectif ou
encore le cas d'une arme de type MAVERICK Ak guidage TV dont on doit transmettre l'ima-
ge vid~o vers l'avion et A qui on doit retourner des ordres de pilotage, un certain
nombre de contraintes apparait pour l'avionneur

0 - contrainte d'avoir a tout instant quel que soit l'environnement (brouill6 ou non
un bilan de liaison satisfaisant

- contrainte d'assurer une protection de cette liaison

- contrainte d'assurer un champ de la liaison suffisant pour ne pas imposer de sur-
croit un domaine d16volution A l'avion.

Dans le cas particulier de certaines armes, l'avionneur est contraint de dis-
poser dana son Syst~me d'Armes de capteurs suppl~mentaires. C'est le cas par exemple
des armes guid6es laser qui imposent la pr~sence d'un pod de d~signation laser ou d'un
6cartom~tre laser si le tir se fait en coop~ration ave6 un autre avion ou tout moyen
permettant d'illuminer la cible. Clest le cas 6galement de certains missiles qui ne-
cessitent la pr~sence d'un mode radar particulier.

L'avicnneur se trouve aussi contraint du fait de la complexit6 des armes et du
volume d'informations qui leur est n~cessaire toujours plus grand, de dimensionner
son Syst~me d'Armes en fonction du volume de donn~es transitant entre Ilavion et les
armes (param~tres inertiels, cartes pr~dictives, images vid~o,.) et de r~soudre de
mani~re satisfaisante le probl~me de la datation de ces informations.

Par ailleurs, du fait de ce dialogue de plus en plus complexe qui s'Atablit
entre l~avior, et l1armement et de la diversitA de ce dialogue en fonction des armes,
l'avionneur ne pouvant privil~gier telle ou telle arme, se trouve contraint de stan-
dardiser A la fois les interfaces (norme 1760 B) mais aussi les postes de commandes de
ces armes en multiplexant les commandes par exemple.



Enf'in, de la nm&me mani~re que pour les armements AIR/AIR, l'avionneur dolt
calculer des domaines de tir de plus en plus pointus en prenant en compte des mod~li-
sations de plus en plus compliqu~es (la balistique n'a rien A voir avec Celle d'une
bombe lisse par exemple) mais aussi des param~tres issus de capteurs pr~cis (centrale
inertie, radar, moyen de t6l6m~trie, moyens de recalages,....). Cette 6tape franchie,
Ilavionneur se trouve confront6 au probl~me de la pi-Asentation synth~tique des infor-
mations A 1'6quipage.

En r~surn6, les principaux probl~mes pos~s par les armements AIR/SURFACE mo-
dernes au niveau du Syst~me d'Armes et que doit r~soudre l'avionneur sont

- contraintes de performances capteurs n~cessaires
- contrainte d'6quipements suppl~mentaires n~cessaires A l'utilisation de certains

armements
- contrainte de volume d'dchange entre lar armes et le syst~me d'armes
- contrainte de standardisation des points d'emports et des postns de comniande de
ces emports

- contrainte de datation des informations transmises aux armes
- contrainte de pr6sentation simple des informations A 1'Aquipage

Ces contraintes peuvent tre diminu6es en nombre et en s~v6rit6 si le contact
s'effectue le plus t~t possible entre 1'6quipementier et l'avionneur et non quand
taus les choix sont verrouill6s. En effet, si le dialogue s'effectue le plus en amont
possible, il est alors momns compliqu6 de changer le d~battement d'un autodirecteur,

J momsa compliqu6 de faire 46voluer sa sensibilit4, momns compliqu6 de modifier la m6-
thode de guidage ou la m~thode de recalage d'un missile par exemple.

4.2. Contraintes au niveau des 6volutions de l'avion

t'utilisation de certaines armes AIR/SOL (armes guid~es laser, armes A gui-
dage TV par exemple) impose A l'avionneur dans la r~alisation de sa conduite de tir
associ~e, de r~duire le domaine des 6volutions possibles de Ilavion pendant certaines
phases de la mission, ce qui va parfois A l'encontre des probl~mes de r~duction de la
vuln~rabilit6 de l'avion (discr~tion, distance de passage par rapport 6 la cible).

Avant tir, le domaine d'Avolution peut, du fait de la n~cessit6 d'un certain
type d'alignement de la centrale inertielle du missile sur Celle de l'avion, &tre r--
duit en facteur de charge, en pente, voire m~me impos6 si cela est n~cessaire. Des
contraintes d'Avolutions avant tir existent 6galement quand l'6quipage doit faire une
d~signation de l'objectif par un capteur quelconque.

Pendant le tir, des contraintes d'Avolutions li~es i la r~ussite du tir exis-
tent 6galement. Certaines armes ne se tirent qu'en palier, d'autres imposent le tir en
plqu6.

Api-As tir, les contraintes d'Avolutions de l'avion peuvent 6tre impos~es
par:

- le fait que la cible doive toujours tre illumin~e (cas des armes guid~es laser
par exemple)

- le fait que la cible doive renvoyer un niveau minimal d'4nergie vers l'autodirec-
teur de l'arme pour qu'il acci-oche

- le fait que ).'on doive garder le missile dans le champ de la liaison data link
avion-cible

Ces contraintes d'Avolutions apr~s tir ont pour cons~quence de r~duire la
distance de passage de l'avion a la cible et donc d'augmenter la vuln~rabilitA de
l'avion. Elles pourraient 6tre r~duites dans le cas o6 pour une nouvelle arme la coo-
p~ration entre l'avionneur et l'Aquipementier commencerait suffisamment en amont.
Ainsi l'augmentation de la sensibilitA d'un autodirecteur d~cid~e en commun pourrait
avoir pour consequence d'augmenter al distance de passage avion-cible et donc de r6-
duire la vuln~rabilit6 de l'avion. Clest pourquoi le concept de travail en coop~ra-
tion de plusieurs avions, Ilun en basse altitude assurant le tir du missile, l'autre
en haute altitude plus 6loign6 de la cible assurant son guidage ou l'illumination de
la cible est A d~velopper car cela permet de r~duire !a vuln~rabilit6 des avions et la
charge de travail des pilotes.

4.3. Contraintes au niveau des actions de 1'Aquipage

L1Avolution des armes, la complexit6 toujours croissante de leur mise en oeu-
vre, font que l'avionneur se voit contraint de trouver des solutions pour r~duire la
charge de travail de 1'Aquipage. Llavionneur est alors contraint, soit:

- de privil~gier certains actes de l'Aquipage au d~triment d'autres (cas du missile
AL autodirecteur TV que el pilote dans un avion monoplace dolt guider tout en pilo-
tant ; le guidage est privil~gi6 par rapport au pilotage)

- de multiplier les membres de l16quipage Cavion biplace ou dans l'exemple pr~cA-
dent, le poste avant assurerait le pilotage de l'avion, le poste arri~re le Eui-
dage du missile) iaais clest une solution ch~re

- de s~curiser certaines informations pour que le pilote nWait pas A lea v~rifier.
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4.4I. Contraintes au niveau de la vuln6rabilit6 des avions

La r6ussite d'une mission d~pend de l'e±'ficacit6 de l'arme, mais aussi du
fait que l'avion ait 6t6 dans de bonnes conditions au moment du tir afin que l'arme
ait son etl'icacit6 maximale. Ceci impose de r6duire la vuln6rabilit6 potentielle de
l'avion. Pour cela, l'avionneur est contraint d'augmenter les contre-mesures (pour,
entre autres, prot~ger l'avion pendant les solutions n~cessaires As l'alignement du
missile) ou encore d'essayer de plaquer au maximum les emports i l'avion pour r6duire
la Surface Equivalente Radar. L'avionneur est aussi contraint de solutionner les pro-
bl~mes de compatibilitg entre les armements et les 6quipements du Syst~me d'Armes
(contre-mesures par exemple).

5. CONCLUSIONS

Les exemples que nous venons de donner aussi bien pour les armements AIR/AIR
tir~s d'avion que pour lea armements AIR/SQL et AIR/HER tir6s d'avion montrent que la
sophistication toujours plus grande de ces armes augmente le nombre de probl~mes que
l'avionneur doit r~soudre en effectuant le meilleur cc~apromis possible entre 1'avion,
l'arme et l'4quipage souvent apr~s qu'un bon nombre de param~tres aient 6t6 fix6s.
Clest pourquoi, lea "AVIONS MARCEL DASSAULT -BREGUET AVIATION" estiment que le dia-
logue 11avionneur-fabricant d'armes" doit 6tre initialis6 le plus tat possible.

Ainsi par exemple, l'avionneur, le fabricant d'armes, lea 6quipementiers,
avant mime d'avoir d~fini l'avion, doivent r~aliser des 6tudes de concepts en commun
pour tenir compte des 6volutions possibles de l'avion, des armementa et des capteurs.
Si certains points paraissent plus difficiles, des 6tudes de pr6d~veloppement pr6-
cises sont alors n6cessaires (d6veloppement exploratoire multicible par exemple).

Au moment de la d6t'inition d'un programme avion, lea AMD-BA estiment que
l'6tude syst~me qui introduit par rapport aux 6tudes pr6c~dentes des param~tres sup-
pl6mentaires comme la vuln~rabilit6 avicn, sa polyvalence, lea probl~mes d'interface
homme-machine, de standardisation (ce qui implique aussi des contraintes sur l'arme)
doit 8tre r6alis6e en commun et que lea 6quipementiers doivent ensuite participer au
developpement complet de l'avion. Il faut aussi souligner que toutes ces 6tudes doi-
vent 8tre r6alis6es en n'oubliant pas que l'armement consid6r6 dolt 6galement sladap-
ter sur plusieurs avions.
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HELICOPTERES en mati~re de conception et de ddveloppement de systbmes de pilotage automatique utilisant
lea techniques numdriques.

Dana une premi~te partie, nous aborderons plut8t lea aspects opdrationnels des missions relatives
aux hdlicoptbres en gdndral et nous easajerons de d~terminer leurs relations avec le systame de contr8le
automatique du vol au ti-avers de queiquas examples.

Dana la deuxitme partie de cet exposE, nous inaisterons plus particuli~rement sur lea aspects
thdoriques qu'il eat n~cessaire de mattriser afin de d~terminer lea meilleures lois de pilotage de
l'hdlicoptare, compatibles avec lee exigences opdrationnelles de a& mission. Nous choisirons pour cela
queiques exemples repr~sentatifs.

Enfin dans une troisi~tue at dernikre partie nous prdsenterons le systame de contrale automatique du
vol P 165, actueliemant en cours de d~veloppement A ia SFIM, et qui int~gre tous lea besoina recensds I
l'heure actuelle par lea trois armes (air, terre, mar) relativement aux missions que l'on conftre sux
h~licoptbres. L'application au cas du SUPER PUMA MK2 de I'AEROSPATI-ALE - DH1 (Marignane - FRANCE) servira
de support I cette prdsentat ion.

1- SYSTUE OR COSTROLEt AZJTVKATIqU DU VOL E&T ASPECTS OPERATIOUWELS RELATIPS A L'UTILISATIGN DE
LIL~COTERE

1.1. CONSIDERATIONS GENERALES

Nous allons nous attacher I mettre en Evidence dens ce premier chapitra lea relations tras fortes
qui existent entre la d~finition op~rationnelle de Ia mission de tout hdlicopt~re et lea caractdristiques
qu'il eat alora ndcessaire d'associer au syst~me de contr8le automatique du vol afin que l'hdlicopt~re
puisse rdaliser cette mission dens lea meilleures conditions et avec une charge de travail aussi slidg~e
que possible .en ce qui concerne l'6quipage.

D'une maniare gdrale, Is fonction pilotage automatique de nimporte quel hdlicopttre peut Atre
d~composde en deux parties.

Une premikra partie concerne le contr8le des attitudes, du cap at des vitesses angulaires autour du
centre de gravitd de 1'hdlicopt~re. La aeconda partie concerne is trajectoire de l'hdlicopt!re dans
l'espace et par consdquent le contr8le de l'altitude, des vitassas et accdldrations lindaires dana lea
trois dimensions. Par 1*. suite, on utilisera la terminologie "stabilisations de base" pour Ia premi~re
partie et "imodes supdrieurs" pour Ia seconde partie.

L'hdlicoptare possde un comportement natural relativement instable at eat un vdhicule dont les
caractdristiques de fonctionnement sont fortamant non lingaires dana l'enaemble de son domaine de vol.
C'est par ailleurs un adronef qui prisente de trbs fortes intgractions entre sea diffdrents axes de
pilotage, avec des dynamiques easez rapides. Par example un mouvement de Ia coimmande de pas collectif
(puissance moteurs) gdnara des mouvemants importanta aur lea autres axes (en tangage, roulis at lacet),
loraque l'hdlicoptbre eat laies aux mains du saul pilote humain, at ce bien qua des pr~cautions sient
dtA prises dana la conception m~canique de l'hdlicopt&re lui-mgme. on con~oit alora ais~ment qu'afin de
diminuer la charge de travail du pilote humain, at pour qua as mission puissa 4tre accomplie, 11 sara
ndcessaira de lui adjoindra un syst~we de contr8le automatique, ce systbme devenant d'autant plus
complexe et d'autant plus perfectionnd qua l'hdlicoptZre eat plus difficile h piloter at qua lea missions
qui lui sont ddvolues sont de plus en plus sophistiqudes.

Cependant, la fa~on dont on vs d~finir le systilme de pilotage ne peut Itre fait ni dana l'absolu, ni
de maniAre unique (colmme on pourrait le concevoir pour un assarvissemant lindaire traditionnal). 11
asagit ia piupart du tampa d'un ensemble de contraintas qu'il faut prendra an coispte, tout en alliant lea
objectifs de s6curitd at de performance qui sont n~ceasaires pour rdalisar la mission de l'h~licopt~re.

Nous avona abordd prdcddennuent le problame de l'interactivitd entre lea diffirents axes de
pilotage :vouloir faire en aorta qua l'action du pilote humain sur un axe de pilotage ne touche
systdmatiquament qua lea perambtres de pilotage associds h cat axe, en admattant qua ce soit possible, na
serait pas obligatoiremant sati-efaisant car il eat des situations opdretionnelles o6 de tels couplagas
naturels 

sont tout 
fait bndfiques..
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Par exemple, loraque A grande vitesse pour des raisons de comfort et de sdcurit6 on ddsire piloter
le paramatre altitude baromdtrique par l'axe de tangage, atore que pour plus de prdcision et A vitesse

Y plus faible on voudra contr8ler ce mgme paramOtre par l'axe collectif (puissance moteurs). Par contre,
dana d'autres situations, il eat impdratif de minimiser ces memes cauplages lorsque, par exemple, le
pilate humain veut effectuer au travera du syst&,ne de pilotage une commande manuelle qui contr~le un seul
param~tre et de maniare assi pure que possible.

De la mgme faqon nous avons parlds du caractbre trbs instable de l'hdlicoptare autour de son centre
de gravitd. Si dana beaucaup de situations on cherche avant tout A obtenir au niveau des stabilisations
de base des tenues de param~tres I long terme qui soient trba performantes, il eat des cas, en vol
tactique par example, oa l'on veut conserver ou modifier ls trajectoire et lea assiettes d'un hdlicopt,%re
par de faiblesddplacements des commandes de vol, et oeL l'on cherchera plut8t h utiliser (voire A
amplifier), tout en la contr8lant, l'instabilitfi naturelle de l'hdlicopt&re, afin que cc dernier rdponde
plus vita aux sollicitations du pilate humain en vitesse angulaire et en accdldration. LA encore, oa
constate qua pour chaque situation opdrationnelle, on peut d~terminer un syst !me de contrdle automatique
qui rdagisse de mani~re tout I fait adaptde, et ceci aussi bien au nivaau des atabilisations de base
qu'au niveau des modes supdrieurs ce saint lea modes supdrieurs qui le plus souvent caractdrisent Is
mission propre A l'hdlicoptare.

Dona cetta prdsentation nous ne passerons paa en revue tous lea r8les qua peut jouer l'hdlicoptbre
en ce qui concerne lea aspects opdrationnels, aussi '.liea pour lea missions civiles qua pour lea missions
militairea. Cependant, afin de bien mettre en lumi~re lea quelques rdflexions qua nous venons de
proposer, nous allons choisir plusisurs exemples assez caractdristiques qui montrant comment V'on vs
passer du contexte opdrationnel A la synth se des Lois de pilotage, et aurtout avec quelles techniques et
quels moyens.

1.2. ETUDE DE QUELQJES FONCTIONALITES PARTICUIYERES D'UN SYSTEME DE PILOTAGE POUR HELICOPTERE

1.2.1. Missions envisagdes

Nous allons illustrer notre propos en choisissant quelques modes supdrieurs de pilotage qu.e Von
rencontra dana lea missions de type "Marine" comme le sauvetage en mer (RAR - Search And Rescue) ou la
lutte ASK (Anti Sous-Marine), ou bien encore dana lea missions du type "Terrestre" comne le tir canon, le
tir de roquettes ou Ia surveillance du champ de bataille. Cependant, avant d'entrer plus directement dana
Is description des besoina opdrationnels relatifa A ces difidrentes missions, nous allons traiter plus
particuli&rement Ie cas des stabilisations de base de l'hdlicopt~re, fonctions qui prdsentent certaines
difficultds qu'il faut avoir rdsalues avant d'aborder l'sspect mode supdrieur pour une mission
ddterminde.

1.2.2. Probl~mes lids aux stabilisations de base

La pilotage d'un hdlicoptilre par l'intermddiaire d'un syat~ma de contr8le automatique du vol eat un
probl~me complexe dane Ia mesure oa, contrairenent A l'avion, l'hdlicopt~re prdsente des dynamiquas
rapides, des non-lindaritgs marqudes dues aux interactions entre Les diffdrentes parties de l'appareil
(fuselage, rotor principal, rotor arribre), de forts couplagas entra axes et des instabilitds
prdponddrantes aux basses vitesses.

Las syst~mes actuels de pilotage automatique permattent de stabiliser l'appareil done tout son
domaine de vol avec des performances correctes, mais ne rdsolvent pas compldtement le probl !me des
couplages entre Lea 4 axes de pilotage dana cc mndme damaine. Par ailleurs, et en cons~quence, ila ne
diminuent pas suffisamment la charge de travail de l'dquipage, compta tenu des missions de plus en plus
saphistiqudes qua l'on fait rdalise- A 1'hdlicoptbre.

L'dvolution des techniques nuindriques dana le domaine adronautique a auvert de nouvelles voies dana
la mattrise des qualitds de vol des hdlicoptbres posaddant des syst,%maa de contr8le autoinatique. Lea
critores qu'il eat ndcessaire de prendre en compte aujourd'hui dana lidlaboratian des Lois de pilotage
concarnent non seulament la stabilitd (atatique at dynamique) du vdhicule an cas de perturbations, mais
ce sont aussi ceux qui parmettent d'assurer par ailleurs une bonne mattrise du ddcouplage des commandes
at des dtats salon Les modes de fonctionnement envisag~s, une maniabilit4 accrue de l'adronef at surtout
qui perinettent de confdrer una robustease maximale au systbme de contr8le automatique, at cc dane tout le
domaine de vol de l'hdlicoptolre, c'est-&-dire de - 10 kt A + VNE (vitesse maximala admissible).

Par ailleurs, le syat~ma de contr8le autoinatique du vol d'un hdlicopt&re au nivaau de sea
stabilisationa de base dait pouvoir Atre surpasad A tout moment par le pilote humain de mani~re
"transparenta", c'est-&-dire sans qua cela ne provoque d'&-coupa, ni de discontinuitds sur l'dtat de
l'hdlicoptbra, y cainpria aur Lea mouvements de sea servo-commandes. Pour cela, lea critilrea de passage de
la phase pilotage automatique/pilotage humain A la phase pilotage human/pilotage autamatique doivent
Arre d~terminds de mani&re trils prAcise.

on imagine asdment, compte tenu de tous lea probl~mes dnoncds prdcddemmat, qua seulas des
techniques avancdes de l'autoinatique nous parmettront de ddfinir lea "meilleures" atabilisations de base
pour un hdlicoptilre donnd. Ce sara l'objet d'une partie du chapitre 2, oti nous prdaenterons rapidament
Lea Etudes qui ant Atd faites sur ce point particulier.

1.2.3. Cas des missions du type "Marine"

La SF124 P' 1AEROSPATIALE - DH se saint efforcdea ces dernibrea anndes de ddfinir et de mettre au
point en vol des fonctions tides aux opdrations de sauvetage en mar at de lutte anti sous-inarine. Tous
lea modes supdrieurs correspondent A ces missions ant dtE intdgrds dana Ie syst ma Coupleur De Vol
CDV 155 our lea hdlicoptbres Dauphin 365 NI at Super Puma 332. Ce ayst,%me eat actuellement en production
sdrie.



La fonction dont nouc allons prdsenter meintenant lee principaux aspects opdrationnela eat la
i 6 "Transition automatique vera le basn". C'est un mode de pilotage complexe qui ndcesaite le contr8le des

4 axes aimultandment.

La misc en place d'une telle fonction suppose que lee problbmes lids aux stabilisations de base
cojent parfaitemaat rdsolus en tout point, car ce mode de pilotage met en jeu tout le domaine de vol de
l'hdlicopttre. En effet, I partir d'un &tat initial quelconque (vitesee longitudinale, vitecce verticale,
hauteur radio-sonde), Is systbme de navigation ayant amend auparavant l'hdlicoptbre face au vent, par un
simple appui cur la touche (T.DWN) du posts de coimmande, Is systhma de contr8le du vol doit pouvoir, I
cap constant, amener l'hdlicopt~re au stationnaire (vitesses Doppler etabiliedee h zdro) et I une hauteur
radio-sonde (win. 40 ft) prdaffichde par Vdquipage avant lengagement du mode. Cette transition vers Ie
bas au-dessus de Is mar doit Atre possible de jour cosine de nuit, dane de mauvaises conditions mdtdo, et
pour des Etats de mar allant jusqu'h force 5-6. Par ailleurs Ia transition automatique doit avoir un
comportement parfaitement reproductible en terma de distance au naufragd pour des conditions initiales
idantiques, s'effectuer en tamps minimal et respecter un grand nombre de contraintas, pour des raisons de
confort meis assi de sdcuritd. Les contraintas principales portent Sur lee accdldrations et
ddcdldrations longitudinales admissiblas, Sur lee vitassas verticales que l'hdlicoptare peut prandre au
fur at I mesure qu'il descend et au fur at A mesure que as vitese longitudinale (air ou Sol) diminue.

En outra, IS profit de descante doit 6tre optimal et ndcessita un couplage paramdtrique temporal
entra lee axes. D'autras contraintee peuvent 6galement apparattre, notamment afin d'Eviter tout recul
final lors de Ia misc I plat au stationnaira et pour limiter la Evolutions d'ccsiettes en tangaga at
roulis. Par ailleurs, le pilotage en altitude at an vitase doit Atre prdcis. Au ddpart de Ia transition
vers Ic bas A granda vitassa, un cabrd I pee constant ayant tendance h faire ramontar l'hdlicoptare, Ia
couplage antra lea axes tangaga at co'lectif doit 4tre minimum. Cette brave description des aspects
opdrationnels lids A un tel mode montra qu'il sara ndceasire IA encore de mettra en oeuvre un certain
nombre de techniques de l'automatique, comme nous Ia verrons dana Ie chapitra 2.

1.2.4. Cas des missions du type "Terrestre".

A Iheure actuelle, plusieurs expdrimentations sont mendes par AEROSPATIALE-DH at SFIM en cc qui
concarne Is misc au point en vol de fonctions talles qua Ie tir canon at Ie tir de roquettes, destindas
au Dauphin 365 M "Panther", ou Ia surveillance du champ de bateille A l'aide d'une antenna radar
adroportde Sur Puma 330 (systame prd-ORCHIDEE).

Nous avons volontairement regroupd ccc diffdrentas fonctions car alles prdsentent du point de vue
opdretionnel des similitudes assez prochec en cc qui concerne l'interaction du systbma d'armement avec
l'hdlicopt~re portaur at ndcessitent la misc en oeuvra de techniques de l'sutouatique qui, contrairamant
aux autrac fonctions qua nous avans abarddes dens lea paragraphes prdcddents, n'entrent peas vdritablement
dens un cadre thdorique conventionnal.

aRelativament au tir canon, i eat ndcessaire qua Ie pointaga de l'arme soit extr~memant prdcis at
qua l'hdlicoptara soit en configuration statiannaire, ou en viraga A granda vitessa, ou encore en vol de
translation ractiligne avac l'cxe du canon situd salon un autre axe en site at gisemant. Or dens de
tellas conditions, Ie tir en rafale de catta arma eat de nature I induire Sur l'hdlicopt~re lui-mdme des
mouvemants qui vont d~grader considdrablement Ia prdcision du tir.

b) Pour cc qui eat du tir de roquettas, Ie problame eat sensiblament le mAma encore qua, l'armement
Atant fixe en gisamant par rapport h I'hdlicoptare, il peut exieter des situations qui induisent des
mouvemants disaymdtriques an lacet au rnivaau du porteur. Par ailleurs Is prdcision du tir at aussi
fortament tide A cella des informations du syt~me de visde at de tdldmdtrie laser Aventuelle. Or sous
l'action d'un tir de roquettas an rafale, lee mouvemants subia per ldquipage rdduisent considdrablemant
la confart de visde.

c) Enfin en ce qui concerne le fonctionnemcent de 1'antenne radar tournanteaedroportge, il exise
dgalement un compromis A trouver entre Ia prdcision da stabilisation du faisceau de lentenne at la
effete adrodynamiques induits Sur l'hdlicoptare an translation ractiligna de 80 kts A 120 kts, per Ie
fonctionnement de l'entenna ella-m~ma une tella antenna paut en effet prendre des configurations trbe
varides relativement au site at au gisement de son axe principal, par rapport k l'axe principal du
porteur, at an ce qui concarne son balayege par rapport A son axe principal.

Dana lea trois cas qua nous venons d'aborder, on congoit aisgmant qua Ie systame de pilotage
automatiqua aura un r8le prdponddrant A jouer afin de confdrer A l'ensemble (systAma d'armas, portaur)
une pr~cision suffisante dens toutes lea configurations opdrationnelles reastives h la mission de
l'hdlicopt~ra Sur lequel iI sara montE. Cepandent, comma nous allons le voir dens le chapitre suivant,
lea techniques de l'automatique utiliedes pour rdsoudre ce type de probl~mas sont relativemant pauvrae at
eppartiennent A Ia catdgorie des "prdcommandes" en boucle ouverta.

2 - MIUNQUKS DE L'MJUTCKTIqUE 9T KEWDR fl LIS DRU PILOTACK POUR HKLICOPTRKUZ

2.1. INTRODUCTION

Las principelee techniques de l'automatiqua qua nous avons dtd amends A utiliser ccc derniAres

anndes ddcoulent directement des spdcificitds apdrstionnallee relatives sux quelques examples qua nous
avons prdsentds prdcddemment. Par ailleura, leur introduction dane I'Alaboration des systboes da contr8le
automstique du vol a AtE grandement facilitde per l'utiliestion des techniques numdriques.
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Les quelques thdories quo nous avons retenues pour rdaliser certaines lois de Pilotage ant fait
1'objet de nombreux: travaux A Ia SF114 et A l'AEROSPATIALE-DH, travaux: qui ont dtd soutenus par la
Direction Gdndrale pour I'Armement (DRET et STTE). Dana la suite de cette prdsentation, nous n'entrerons
pas de mani~re explicite dana un ddveloppeient thdorique queique peu rdbarbatif mais nous insiaterons
plut~t aur lea mfithodea qui ant aervi I Ia d~termination de loja de pilotage performantes.

En particulier, nous aborderons t'utilisation des techniques de commando multivariable en ce qui
concerne la d~finition des stabitisations de base d'un hdlicoptare, et l'utiliaation des techniques de
cotmmande optimale et de filtrage do KALAN4 en co qui concorne la synthbso de certaines lois, corne celles
relatives au mode "Transition automatique vors le bas". La d~termination des prdcommandes relatives au
fonctionnement particulier de certains syatbmes darmea sera Egalemsent abordde. Pour chacun des exemples
choisia, nous prdsenterons bribvoment lea rdsultats obtenus. Par ailleurs, sans toutefais entrer dana le
ddtail, nous parterona dens co chapitre des outils informatiques qui supportent lea queiques mdthodes
prdsentdea.

2.2. EXEMPLE DES STABILISATIONS DE BASE POUR HELICOPTER!

2.2.1. Position du probltme

Ayant choisi un cas de vol donnd et un typo d'hdlicoptare, lea parambtres quo V'on peut fixer a
priori dtant Vlttitude, la vitesse-air longitudinale, la masse, te centrage, la vitease verticate et le
ddrapage initiaux do l'appareil, un modale lingaire tangent d'ordre 8 pout Atre gdn~r6 h partir du modble
non-lindaire S80, reprdsentatif du comportement do l'hdlicoptkre, modbte ddveloppd par AEROSPATIALE-DH et
quo nous utilisons pour Ia misc au point des syst~mes do pilotage actuela.

Dana uno premitre phase, tee modbles lindaires sur lesquota nous travaittons so prdaentent sous une

forme d'Etat classique

iX = AX - BU

X oat le vectour des dtats do l'hglicopttre,

Y eat 1e vecteur des mosures effectudos A bord,

U oat lo voctour des commandos do pas (cyclique longitudinal, colloctif, cyclique lat~ral, palonnier),
relatives au rotor principal at au rotor anti-couple.

Quelques remarquos s'imposent en ce qui concorne lea matrices A et B, qui justifient Is ndcessitd do
lVintroduction d'un aystbmo de stabilisation do l'hdlicoptbre

- Lea valeura propres do la matrico A qui caractdrisent los modes de l'hdlicopt-%re "'natureIl' no sont
pas satisfaisantes en tormos do stabilit6 parties rdelles positives (modes instabtos), amortiasemonts
insuffisants (pour lea modes stables).

-Lea matrices A et B ant un caractA-ro "complet"', c'est-A-dire peu do coefficients nuls, td6moignant
d'une forte interaction ontre lea diffdrents Etats et ontre lea diffdrentes coosuandos, ce qui traduit un
fort couptago entro tea mouvomonts aur tea diffdrents axes pour 1'hdlicopt~re naturel.

- Ces matrices ant par ailleurs des Evolutions extr~mement non-lindaires loraque lon parcaurt le
damaine do vol do l'hdlicoptbre, c'est-b-diro principalement du atationnaire I la croisi~re A vitesse
maximale, Is vitease-air langitudinale 4tant le parametre pr~pond~rant. L'analyse de cos dvolutions
correspond A une secande phase de travail mais cotte fois en utilisant le modble non-lindaire do
I hE licopt~re.

Finalemont il s'agit donc de ddtorminer des lois do pilotage qui permettent

a) Ia stabilisation do l'appareil on boucle fermde, avec uno dynamique impoade,

b) un ddcouplago statique aussi ban quo possible des axes de pilotage,

d) une r~jection maximale des porturbations extdrieures agissant aur I'dtat de t'hdlicoptilre,

e) at 1'adaptation de lapparoil on taut paint do son damaino do vol (robuatesse).

Pour attoindro cot objectif, naus avans essayd plusieurs mdthodes quo naus avons ensuito coTupardos
entre ellba, afin de retonir autant quo possible celles qui prdsontent Ie meilleur colapromis
"performanceffacilitg do misc en oeuvre at d'optimisation".

2.2.2. Prdsentation des mdthodes multivariables retenuos pour cotte Etude

Elles appartionnont ossentiellement I deux groupos:

- lo groupe des m~thodes frdquentielles, qui permottent Ia conception do syst~mea do contr8le
robustes A partir do mod~les non exacts,



Isl groupe des m~thodes gdoudtriques, qui peruettent de dominer la structure interne du systkme A
contr8ler, mais qui nicessitent des modbles relativement dproovda si V'on veut obtenir des lois de
commands robustes.

a) Mdthodes friguentielles

Eliss permettent une extension au cas muitivariabie des notions classiques en monovariable a
savoir tlieu de Uyquist/Bode, marge de gain et marge de phase, lieu des p8ies.

Nous rappalons ci-aprbs lea principes gdndraux de I' analyse friquentielle des systimes

Lidthode des lieux caractfiri it isues_

Considdrons tin systtm. propre v CA, B, C) ddcrit par as reprdsentation d'Etat

i-AX - BUi

XC eat Ie vecteur ddhtat de dimension n,

U et Y sont respectivement le vecteur des commandes et le vecteur des mesures de dimension m.

A, B, C sont des matrices de dimensions approprides.

Etudions le systbme en boucle ouverte :soit g(s) la fonction algdbrique ddfinie par ldquation
caractdristique

Ci) ddt (g i,, - C(s)) -ddt (S im, - C (a I - A) B)) - 0

.4 G(s) eat la fonction de transfert du systbme en boucle ouverte.

Les m branches de g~s) forment l'ensemble des fonctions analytiques IgiCs)j diatinctes localement,
appeides fonctions de gains caractdristiques (CC) ; lea vecteurs propres jwi(s)j associds aux valeurs
proprealgi~s)lsont lea Directions Caractdristiques (DCO. Les ieux des Igi~s)~ obtenus loraque a ddcrit
le contour de Nyquist dana s leaena horaire sont appeids Lieux Caractiristiques (LC).

L'introduction de g(s) permet de gdndraliser so cas muitivariable le crit~re de stabilitd de Nyquist
et lapproche Nyquist/Bode classique.

En effet, considdrons Is form dyadique de C(s)

m
Cs) G a g ( s ) W .(a( ) V .t

o i Vt(), eat lensembie des vecteurs propres duals de I~ w (s)~

4 Si R~s) eat la matrice de fonction de transfert do syst~ms en boucle fermde, elle admet la

d~composition dyadique suivante

Is g. () Is
1~)iX + is W.) V. t(a) r i r(a) w.Ce() V. Cs)

Lea directions caractdristiques sont donc conservdes par retour onitaire et lea gains
caractdristiques Ir i(S) s'dcrivent simplement

ri(s) = pour i= .. m
I + g.(s)

ce qui psi-met de caractiriser aisiment le couportement en boucle fermde do systime A partir de son
comportement en boucle ouverte, de Ia mime fagon qo'en monovariabie.

D'autre part, lintroduction de ia notion d'Angle d'Alignement (AA), qoi mesore i'angle des
directions propres par rapport I is base natorelle, permet de donner one bonne Evaluation do degrd
d'interaction du systime.

Mdthods do lieu de a klea multivariAbles

Considirons l'Equation caractdristique duale de Is prdcddents Wi

(ii) det (a I - S(g)) -det CR I - (A + g BC) - 0

ddfinissant Is fonction de frfquencT caractiriatique S(g). 11 s'agit d'dtudier systdmatiqoement Ia
variation de S(g) en posant g k avec k variant de 0 A V cD, de fagon analogue au cas
monovariable. Le lieu des frdquences caractdristiques S(g) difinit le Lieu des Pbies tMultivariabies
(LPM).

Les points de ddpart du LPM (kc - 0) sont lea p8les do systbkme en boucle ouverte.
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Pour k 00~ un certain nombre de frdquences caractiristiques tendent vera des positions finies
ou zdros finis (Zr). Sous rdaerve de compl~te contr8labilitt et d'observabiliti, on montre que lea ZP
sont lee zdros invariants du syst~me. Lea frdquences caractdriatiques restantes tendent asymptotiquement
vera 1' co (ou zdros infinis (UM).

Approctehlbride :lieu des p8les/lieux caractdristijues_

Une telle approche intbgre A Is fois lea techniques multivariables clasaiques (diagrammes de
NyquistlBode) et lea techniques du lieu des p8les. En effet, ii a dtd prouvd que ces deux techniques
mathdmetiquesent duale. peuvent Itre utilisdes de manibre compidmentaire : on utilise dane un agme tempa
uno description interne (variables d'dtat) et une description externe (matrice de fonctions de
transfert). Cette ddmarche, qui eat beaucoup plus efficace que l'une ou l'autre des deux methodea
appliqudes adpardment, couporte en fait deux. itapos importantes:

- un bouclage interne rspide exploitant au maximum tous lea dtats accessibles du syst~me,

- une boucle externe utilisant les mithodes frdquentielles afin d'atreindre lee performances
dynaisiques et ddcouplages requis.

Cependant, Ia coiaplexiti du problbme poed et notaent pour l'application I l'hdlicoptbre, ndcessite
l'utilisation d'un logiciel d'aide A la conception (GAO).

Pour leeamdthodes ddcrites prdcideent, il s'agit du logiciel U.M.I.S.T. ddveloppd par l'Universite
do Manchester. Cet outil informatique eat implanti sur VAI/VKS. Un vaste ensemble de programme FORTRAN
pormet lanalyse en ligne et l'introduction auz mdthodes de conception et siimulation de systbmes mono et
aultivariables. Lea programmes de conception sont utiliads dana un mode interactif, en conversationnel
sur console graphique.

b) Mdthodes gdomdtrigues

Nous nous proposons de prdsenter ici lea grandes lignes de ces mdthodes our l'exemple d'un retour
d'dtat.

On considbre lC systkme

X AX + BU()

I n dtats (vecteur X) et m entrdes (vecteur U): A matrice n lignes x n colonnes, B matrice n lignes x
a colonnes.

On cherche k rdguler le syst~me par un retour d'dtat : U - KX (K matrice m lignes, n colonnes) tel
quo le syit~me en boucle ferinde (la matrice Af - A + BK) admette corne valeura propres l'ensemble

syi - I ... n$ do notre choix.

Lea vecteurs propres du syst~me en boucle ferade V. associds un par un aux valeurs propres a. sont
caractdrisds par:

(A + BK) V. = si V1 pour i =1, .. n (2)

soit en tout n syatbmes lindaires Cun par valour propre a1 ) A n dquations (V. de dimension n).

D'une maniltre gdndrale, le principe de l'approche gdomdtrique consiste A formuler lea objectifs de
commande (cahier des charges) en termes de contraintes sur lea8 V. mises sous formes d'equationa. Ges
Aquations, allides flux 6quations de ddfinition des V., permetten~ de lea calculer tous puis d'en ddduire
le retour d'etat K. Pour cela, on a recours au thdorime suivant : pour une valeur propre a. souhaitde en
boucle fermde, l'ensemble des vecteurs propres Vi associda vdrifie le systbme

[A - Si ,B][L.0

Ainsi on associe I chaque a. (donc A chaque V.) un vecteur de dimension m appeld "direction
d'entrde" at ddfini par W.L KV. G eci permet de dicomposer Ia recherche de K en n probl~mes vectoriels
portant chacun sur un couple WV, W.). En effet, en l'absence d'objectifs de commande lea (Vi, W )
doivent seulement satisfaire (2 , qule V'on ecrit

(A 1 . ) V.i + B Wl 0 (3)

soit pour cheque a, n equations lindaires I n + a inconnues. Ges aystmes sont donc soua-ddterminds et
ii nona eat alora possible d'introduire dana chacun d'eux m equations lindeires de notre choix, our
lesquelica nous exprimerons lea objectifs de coimnande.
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Supposons que nous ayona fait cela et rdsolu en V. et W. cheque aystbiae ainsi compldtd, associd a

cheque veleur propre, nous ddduirons alans Ie retour d~dtat In remarquant que d'apra (3)

[W 19 2,P .... Wn] - K [VI, v2, ... , IV (4

w V

(00 [Xi, X2 f ... , I T] ddsigne la matrice forade par lea vecteurs colonnes X1 9 ... I 1k). On a donc

K - W.V
1
l (5)

(linversibilitd de V eat garantie par IS fait que lea V., dtant aaaocids A des valeurs propres a1auppoedes distinctes, forment alara une base).

Jusqu'ici il ne a'agit que d'une fa~on de poser le calcul de K. Mais l'intdr~t de formuler le
problbme en terms d'dquations our lea composantes de V, rdside dens Ie r8le que jouent lea V. doe la
rdponse du ayatbas en boucle ferude soumis & une c ondiiion initials X0 cur I'Etat X.

fteppelons Ia forms de cette rdponse. I e systbme en boucle feramec obdit I

X - AfX (6)

dont Is solution eat

X(t) - Sap (Af.t) x 0  (7)

Cette derni&re expression se d~compose en Somme de contributions des diffdrents modes

n n
X(t) _ i I c q xp (asit) V i (avec X 0 - 2 . (qi Vi))

line telle dcriture permet de se rendre compte que Ia rdponse du syst~ms en boucle ferade d~pend

- des veleurs propres qui fixent ls caractbrc convergent ou divergent de la rdponas,

- de la ddcomposition de la condition initiate cur la base propre (q) qui fixe l'intensitd avec
laquelle cheque mode eat excitE,

- des vecteurs proprec eux-memes qui indiquent doe quelle proportion un mode apparattrs cur telle
ou tells variable d'Etat.

En particulier, on remcrque que ci V'on excite Is systbme per une condition initials 10 situde cur
uns direction propre (10 - A Vli ou encore qj ,0 i - 0), l'dvolution ultdrieure de l'Etat ne mettra en jeu
que le mode ai et acre toujours situde sur la direction Vi. Me lora, un bon mayen de d~caupler lea axes
d'un hdlicoptbre eat de forcer cheque vecteur propre I n'appartsnir qu'A un seul axe :ainsi une
perturbation d'dtat cur cet axe n aura de consdquences que sur cc MAme axe.

Maiheureusement, pour abtenir cc r~sultet, il feut imposer plus de contreintes lindaires que lea m
contreintes dont nous disposons.

Toutefois, il eat possible d'y pervenir de manibre approchdie, et il exists ainsi plusisurs m~thodes
pour exprimer le d~couplege approchd per seulement m Equations lindeirec suppldmenteires.

L'une d'elles consists A ddfinir m "sorties" repr~sentatives de m axes A d~coupler, puis 41 imposer
Ia rdpartition des modes Sur checune de cec sorties, en utilisant lea m degrds de libertd du cyt~me (3).

line autre epproche consists A rdsoudre Is probl~me cur-contraint initial au Sens des moindres
carrds, cn minimisant pour cheque vecteur propre un multi-critbre quadretiqus reletif eux objectifs
ddsirds (exemple :ddcouplage, robuctesse, ... ).

On eat couvent amend doe cc multi-crit~re A combiner un crit~re quadretique de d~couplage evec un
critbre quadretique d' insensibilitd des vecteurs propres et veleure proprec A des petites erreurs de
moddlisation.

Toutes lea opdrations mathdmatiques assocides A l'utilisetion de ces adthodes gdomdtriques sont
supportdss par des outils informatiques interactifs trbs puissants, qui o-t dtE ddveloppds I la SFIM et A
l'AEROSPATIALE-DH dens Ie cadre de contrets flEET.

2.2.3. Rdsultats obtenus

Les mdthodes prdsentdea ant dtd eppliqudec A Is d~termination des stabilisetions de base pour lea
hdlicoptbres Dauphin et Super Puma. Elles cc cant rdvdldes en final reletivement bien adaptdes A natre
probl~me ass cantraignant, compte tenu des caract~ristiquec perticuliarcs de l'hdlicopt~re. Les
rdaultets obtenus en simulation montrent que lee performances du ayat~ms de pilotage sont supdricures A
celles d'un pilots autometiqus clessique, au Prix d'une complexitE A peins plus importante.

Cependant, c'sst plutat l'utilisation d'une combinaison des mdthodea aborddes, support~es per des
outils informatiques tr~s puissanta, qui ant permis d'obtenir un rdaultat global cetisfaicant. En
perticulier l'introduction de prA-commandes pour le ddcouplage dynemiqus des commandes pilots subsiate et
joue toujoura un r8le important.



D'autre part, l'application de m"thodes relatives I la thdorie des syst~mes lindaires s'est rdvdlde
efficace pour traiter le cao fortement non-lindaire de l'hdlicopt~re.

En rdsumE, lea performances aur lea stabilisations de base ont Etd notablemeot auidliordes avec des
commandes tout A fait admissibles et ne ddpassant pas I'autoritd des servo-commandes, ce point dtant
fondamental.

Les algorithmes obtenus grAce I 1'application de ces adthodes vont faire l'objet d'une mile au point
en vol our le SUPER PUMA M412, puisqu'ils vont Atre intdgrds dana le syst~me AP 165 actuellement en cours
de ddveloppement I Ia SF114 (cf. chapitre 3).

2.3. EXEMPLE DU MODE SUPERIEUR "TRANISITION AUTOMATIQUE VERS LE BAS"

2.3.1. Position du problame et thdories utilisdes

La description opdrationnelle de ce mode aupdrieur (cf. 1 1.2.3), nous conduit naturellement I
envisager l'utilisation de techniques de l'automatique qui permettont de prendre en compta lea
spdcificitds de cette mission de l'hdlicopt~re.

Pour la partie guidage sur trajectoire descendants, nous avons retenu la thdorie de la commande
optimale sous contraintes et pour la partie filtrage des fortes houles, nous avons retenu Is thdorie du
filtrage do KALMAN. Ces thdories soot tout A fait classiques et nous 00 ferons pas de rappels I leur
aujet.

Ndanmoins, nous poseroos Ie problame en termes mathdmatiques af in do donner au lecteur une bonne
idde de la relative complexitE de conception d'un tel mode.

a) Guidage sur trajectoire

On suppose quo l'hdlicoptbre eat moddlisd par Ia reprdsentation d'dtats discrets suivanta

on + 1 - lUn)

o4 f oat une fonction lingaire qui reprdsente do fa~on correcto l'hdlicopttre en phase do tranaition
descendants dana le plan (x, z) avec des variables astuciousament choiaies at oC6 Von ndglige le vent en
premibre approximation. On suppose par ailleurs que le cap oat correctement tenu par ls fonction
stabilisation do base correspondante.

Xnetle vocteur des Etats (Vint Zn, V1 ) T

Unl eat le vocteur des commandos ( FI9rn)

On cherche ensuit Is omndo optimale cowse une suite do N Echelons de commando, qui permettent de
passer de l'dtat initial Xi- (VXI, ZI, VZl)

T 
I l'Otat final XN - (0, ZAp!, 0)T en temps minimum (ou en

tamps imposE, ou en distance do transition impoade, au choix) tout en respoctant lensemble des
cootraintes principales suivantes:

I Vzn I < gj (Zn) ,Zn ([40 ft, 2500 ft]

Vn t 1 N] I~ I < 92 (VXn) ,V~n E [ 0, VII! ]
Y I < g3 - cte ou fonction d'un crittre supdriour

(temps ou distance do transition)

9et 92 6tant des fonctions ddfinies par morceaux, et on minimissot le crit~re Rt do la forme
N 2

R i= 1 YZi,

oil lea coefficients do ponddration oi permettent do modular loa phases d'accdldrations verticales
solon Is situation de l'hdlicopt~re dana son domaine do vol (exemple, favoriser do plus fortes
acc~ldrations verticales an ddbut do transition Vera le bas plutdt qu'l Ia fin do l'dvolution - aspect
sdcuritd). Los a i sont choisis comae uoe fonction des Zi.

Ce type do crit~re eat lid A la puissance ndcessairo au mouvomont ainsi qu'au "confort" do
ldvolution. Un Principe analogue, mais plus simple, oat 6galoment mis en oeuvre aur l'axe longitudinal.

On montre par ailleurs qu'il eat ndcessaire d'optimiser le nombre N des coimmandos admissibles, si
V'on veut respecter I la fois lea exigences do performance do la loi do pilotaga et lea exigences lides A
son impldmentation dona un calculateur numdrique temps rdel.

b) Filtrage de houle

Dana uno premi~re dtapa, l'hdlicoptbre eat supposE au stationnaira aur mor forte. Le filtro do houle
sur l'axe z oat donc d~terminE dans cotta configuration. 11 oat possible dona uno soconde dtape do
l'itendre h une phase dynamique (VZ, V1() d'arrivde au stationnairo, au cours de I& transition vera 1e bas
(cf. a)). Dana cotta prdsentation, nous n'aborderons qua le problame simplifid du filtrago de houle au
atationnaire, salon l'axe z.
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Les deux informations I notre disposition sont

- une mesu~c de I& hauteur radjo-sonde ZgS(t),

- une mesure de I'accdldration verticale P z(t).

La radio-sonde meaure instantandment Ia distance entre lbElicoptbre et la surface de Ia mar, maia
par contre l'accdldrombtre vertical mesure I'accdldration salon z de l'hdlicopttre, lui-mPgme asservi I
tenir Ia hauteur de stationnaire dana le cadre du mode supdrieur qui nous intgressa (stationnaire
automatique, en fin de transition descendante).

Si V'on utilise Ia mesure ZiRs sans filtrage de houle, on asservi-ra I& hauteur de l'hdlicopt~re Ii la
surface de la mer at par consdquent ce dernier montera et descendra au rythme, de la houle, pla~ant sinai
lea meubres do l'dquipage dans une situation inconfortable.

Afin d'dviter cat inconvdnient, l'introduction d'un filtre de houle utilisant la thgorie du filtrage
de KCALMAN4 nous a paru bien adaptde. Un tel filtre utilisera donc lea deux informations iR et 'z. 11
a'agit en fait de d~terminer un modble de reconstitution des aignaux de mesure qui caractdrise aussi bien
que possible lea aspects physiques du problame posd.

La schdma ci-aprils rdsume clairement la situation.

Mouvsmsent do l'h~licoptire piloti an configuration stationnaire f (1

Mouvement de Ia hauls

A partir des mesures z et iRS, il s'agit de ddterminer Is meilleure estimation de 20.

On pose Zs RS'- + DHOIJLE + DZ + V1I

ock :HOOeat Ia grandeur I estimer,

~ -flIOUE epdsente Ia variation de hauteur de houle par rapport k son mouvement mayan, supposE
nul dens cotta configuration de stationnaire,

DZ reprdsente la variation de hauteur de lhdlicopt~lre par rapport A son mouvement moyan,
suppose nul dena cette configuration de stationnaire,

V1I eat 1e bruit do Ia radio-sonde apparaissant sur Ia mesure Z RS'

Par ailleurs on pose

YZ . Z +V2

00 - D P z eat une variation do lsaccldration verticale do 1'h~licoptbre par rapport k sa valour

-moyenne, aupposde nulle dana cotta configuration do stationnaire,

Le modble do reconstitution des signaux de meaure quo nous avon. retenu implique la d~termination do
deux mod~les d'dtat caractdrisant Ie premier lea mouvementa d'une houle dtablie et le second la
mouvements do l'hdlicopt~re au stationnaire.

Il n~cessite, par ailleura Is d~termination d'un mod&Ie caractdrisant lea bruits de mesure.
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En ce qui concerns la houle, nous avons choisi un modble stochastique qui reprdaente au ajeux la
densitd spectrale de celle-ci. La houle sera donc restitude par un bruit blanc bo passE dans un filtre de
forme

P

2 4

I40bobo(p) eat ls densitd apectrale du bruit blanc d'dtat, bo

L-9 valeurs optiuales de w 4 etO bobo(P) ont dtd d~termindes statistiquement A partir d'une
collection de 45 spectres de houle (Atlantique). On fontre par aillaurs qua Obob,(p) eat un param~tre
tr~s variable, ddpendant directement du carrd de l'amplitude de la houle et aussi du coefficient .

En ce qui concerne Is moddlisation d'un hdlicopt4 re au stationnaire, configuration qui correspond h
la phase de vol qui suit une transition descendante, nous avons utiliad une reprdsentation d'dtat
classique d'ordre 3.

La variable de commande eat un bruit blanc d dtat bi, dont 1. densitd spectrale Oblbl(p) d~pend de
la densitd spectraleD 0 Z z p du signal Z mesurd I partir d'un enregistrement rdel
d'hdlicoptbre au stationnaire.

Enfin ls moddlisation des bruits de mesure a Etd faite grice A des bruits bancs Gaussiena dont la
Ecarts types oft dtd ddfinis A partir des caractdristiques techniques des capteurs associds A ce mode de
pilotage.

Pour l'ensemble des phdnombnes physiques pris en compte, on aboutit alors A la reprdsentation d'Etat
suivante

SX - AIX + BW

Z= liX + V

o6 X, W, V sont des vecteurs fonction du temp.

X -(DZ, DVZ, D Y Z, ZO, DX5, DHOULE)T eat le vecteur d'Etat.

W eat le vecteur des bruits d'Etat

V eat le vecteur des bruit. de mesure

HELICOPTERE

I1 0

0 -w 2 0 0

0 0 3
matrice d'Etat A = _________

0 0 0

0 1 1
00 -2

4 w4 I

HOULE

0 0 1

0 0 1

1 10 1

I~ 0 0 10 1 0 1

matrice de 0 0 Imatrice de
conmande3 B ______ mesure H 0 001 00 0

0 0

0 01



On ddtermine ensuite une reprdsentstion d dtat r~currente A partir de is reprdsentation d'dtst
continue qua nous venons de prdsenter ;spras avoir envisager lea crit~res d'observabilit6 et de
gouvernsbilitd du syat~me sinai obtenu, ii ne reste plus qu'6l appliquer is thdorie classique du filtrage
de KALMAN discret pour ddterminer un filtre de houle numdrique optimal (au Sens d'une variance d'erreur
finimale).

Le fiitre Sinai obtenu a dtd essayd en M~diterrannde, dans l'Atlantique et en ier d'Irlande, et
s est comportd partout de mani~re tout A fait correcte. It eat donc relativemant robuste cosipte tenu du
modble de houie "Atiantique" utilied pour estimet l'dtat de Is mar.

c) 'routes lea opdrations math~Amatiques et tous lea tests de simulation qu'il fat effectuer pour
aboutir I is d~termination de tous lea algorithmes concernant le made "Transition autosistique vets le
bas" sont supportgo par des outils informatiques interactifa bien adaptds et fonctionnant Sur VAX/V.,
(logiciei "OPTSYS" progr-ais en FORTRAN).

2.3.2. Rdoultats obtenus

Lesa lgorithmes associds au mode "Transition antomatique Vera le bas" nt 6t6 val idds en vol avec le
systilme de pilotage CADV 155, at notasasent aur deux hdiicoptares d'AEROSPATTALE-DH (DAUPHIN Ni-lAC at
SUPER PUMA). Lea dasultats obtenus ont 6tE jugde tout I fait performanta dana des conditions
opdrstionnelies rdeiles et parfoia trOs difficiles (vol de nuit au-dessus de Is met, par force 5 a 6).

En particulier, Ia pr~cision du atationnaire anroinatique (Doppler, Radio-sonde) au-dessus d'une met
trbe agitke a Pu 8tre Avalude.

Par ailleurs, is rdpdtitivitd at Is soupiesse d'utilisation du mode "Transition autoisatique" ont st4
fortement appr~cides, notasanent an ce qui concerne Is possibilit4 d'engager ce mode quelle que aoit is
vitessa de l'appareil et dane une plage de hauteur allant de 2500 ft a 40 ft, tout en 6tant assur6 d'une
arrivde au atationnaire rapide, Sans aucun recul, aver des ddpassements en-dassous de Ia hautejr atfichde
infdrieurs A 2 ft et des d~rives Doppler infdrieures A i kt aut lea axes cycliques.

11 faut 4galement signaler que de telles perfor.' nces out dtA obtenues aver des capteura anslogiques
tout A fait conventionnels. L'ensemble de ces algoritumes que ous avons sinai validds en -iol setont
repria dana le cadre du systbme AP 165 actuellement en coura de ddveloppement et que nous prdsenterons
dana ie rhapitre 3. En particuiier, ce systfte devrait voit sea performances s'acrrottre encore, compte
ten de Ia nouveiie g~n~ration de senseurs A sorties numdriques dont nous disposerons pout rdaliser ce,
modes de pilotage.

2.4. ELABORATION DES PRECOMMANDES NECESSAIRES AU TIR CANON, AU TIR DE ROQ)UETTES ET A LA STABILISATION
DrA-NTENNE DE SURVEILLANCE AEROPORTEE

2.4.1. Problkise pose

Pour lea trois exeamples que nous avona abordds au paragrapse 1.2.4. A propos des missions du type
"Tettestre". le problbme eat pratiquement le m~me :il ssagit, par l'interm~diaite du sysib!me de pilotagi
antomatique, de contret lea effeta jnduits aut Ia mdranique du vol de i'hMlicopt~re par lactivation du
syt~me d'atmes considdrd (tir canon, tir de roquettes ou f-nctionnement de lantenne de surveillance en
rotation). Cependant Is rapiditd des dynamiques mises en jeu lots d'un lit (canon ou roquette) d'une part
at Ia difficuit6 de moddlisat ion des perturbations provoqudes par ies tafales du canon, le d~part des
roquettes on ie baisyage de lantenne d'autte part; font qu'il eat diffirilement envisageable pour
contrer ces ph~nomnes d'Utiliser lea techniques classiques de isutomatique en boucle fermde. NWanmoins.
dane tous lea cas, on utilisers le pilote automatique an boucle fermhe dana son made "amottiaseur", ma is
il sets toujours ndcessaire d'augmenter lavance de phaae an niveau du ddplacement des cosasandes de vol
en y ajoutant des tetmes de pr~commande en "boucle ouverte" judirienseient calculds.

2.4.2. Approrhe mise en oeuvre

Afin de d~terminer Is forme math~matique de rca prdcommandes, nous avons teteon lapproche
syatdmatique snivanta

- par utilisation dun modAe de simulation simplifid du systame d'atmes A 1'dtude, on tante de
recrder dana nn premier tempa iea offets observds ant le portent r~el,

- lea paramtes pr4ponddranta qui soot n~ressaites A l'dlaboration de cette simulation 6tant
d~terminds, on obtient par inversion is forme mathAmatique, gdndtale des pr~commandea at ce pout las
diffdrentea configurations envisag~es an nivean du systbme dansas,

- on suppose ensuite qua lea ordrea A envoyar vera lea coumaodes de vol sont des tatmes
proportionnela qua Ion vient Sommer par l'intetmddiaite de gains jut lea sorties du syst~me de pilotage
fonctionnant dana un mode bien d~terminE,

- ces gains soot ensuite tdglds dana n environnement de simulation non lingaire par approximations
succeaaivea at pour toutes lea configurations de lensembie (hMliropt~te + systfme d'ames), de fajon h
obtenir I& pr~cision vonine ant lea param~tres A stabiliact.
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Cette approche est du type "boucle ouverte', mars I introduction des techniques numdriquea a
grandement favoris4 de telles solutions (qui parfois sont lea seules envisageables) car ii eat alors
possible de rendre ces prdco andea fonction d'un grand nombre de paramitres mesurds par le syst~me de
pilotage lui-inAme (vitesse de l'hdlicoptbre, site et gisement de i'arme, durde de is rafale, intensitd de
l'effart de tir, site et gisement de l'axe de l'antenne, vitease de balsyage de l'antenne, ... ), ies
gains dtant tabulda par ailleurs selon l'dtat de booldens de configuration (tir en cours, antenne
descendue, ... ).

De plus ii faut noter que dana une telle approche lea aspects lids A iasadcuritd ne sont absolument
pas ndgligds (autoritd limitde des commandes de vol) car c'eat ie meilleur compromis
(sdcuritd/prdcision/confort de manisisent du syatdms d'srmes) que Ion cherche A obtenir.

2.4.3. Rdsultats obtenus

A partir d'une tells approche, Is miae au point en vol des prdcommandes de stabilisation d'antenne
de surveillance a Ad effectude en 1983 sur un hdlicopt~re PUMA (SA 330) A laide d'un calculateur
numdrique SFIM, le CAS 1000.

Lea rdsultats obtenus ont dtd jugda tout I fait corrects et le temps de miss au point a dt6
relativement court, compte tsnu du fait que la simulation au aol a dO Atre recalde rdguliArement A l'isau
des vola de l'hdlicopt~re. Ceci Atait impgratif dtant donnd Is mdthode propoade, et 6galement de par Is
relative complexitd des prdcommandea dlabordea pour stabiliser Ie faisceau de lantenne.

En ce qui concerne lea prdcommandes de tir canon, lea essais sont en cours Bur un Dauphin 365 Ml
"Panther", mais d'ores et ddjh is ddtermination des prdcommandes en simulation a montrd qu'il 6tait

pos sible de diviser au momns par deux lea effete du tir sur lea mouvements de l'hdlicopt-Nre, en tangags
et en roulia, sans avoir besoin d'accrottre l'autorit6 des commandes de vol, donc avec Is meine niveau de
sdcuritd en ce qui concerns is syatd me de pilotage. L'axe de lacet par contre devra voir son autorit6
augmenter, mais ii n'y a pas de probl~me relatif A Is sdcuritd sur cet axe.

Toutes lea lois obtenues dana 1e cadre des missions "Terrestre" envisagdes ici se retrouveront
intdgrdes dana ls syatdme de pilotage AP 165 que nous shlone pr~senter dana Is chapitre suivant.

3 - IlrBO~ATiou DR L'ENSUEELE DES FONCTIONS DE PILDTACE DAMS UE ARCHITECTURE D'AVI[OUIQE K=DRUE -
SYSTDE AP 165

3.1. PRESENTATION GENERALE DU SYSTEME AP 165 ET CARACTERISTIgUES PRINCIPALES

Le systdms AP 165 (ou AFCS 165) eat un syst~ms totalement numdrique de pilotage/guidage/directeur de
vol "4 axes" pour hdlicopt~re.

11 se compose de deux calculateurs, de deux postes de commands dddids aux modes de pilotage dits
basiques (stabilisations 4 axes, modes de croisi~re et d'approche ILS), et dana certaina cas de poates de
commands dddidsasux missions spdcifiques Cmilitairea, terreatres ou marines).

Le systZdme AP 165 eat destin6 A Equiper Is nouvelle gdngration d'hdlicopt~res lourda (type AS 332 -
KK2) et peut s'adapter aux futures versions d'hdlicoptdres de tonnage moyen (type AS 365 M).

Chaque calcuisteur conatituant I'AFCS 165 comporte deux voies de traitement A microprocesasurs
assocides A uns diectronique de ddsactivation des pannes multiaxes sur lea sorties vera lea cotamandes de
vol. Une tells architecture permet d'assurer is passivation sur touts panne d'un calculateur, lea pannes
des capteurs redondants 6tant couvertes par des tests de surveillance.

En ce qui concerns la poursuite de Ia mission, l'opdrationnalitA apr~s panne d'un calculateur sat
assurde sans sucune perte de performance sur le calculateur reatant. Relativement aux applications
civils, Is systame ainsi conqu permet dgalement d'effectusr des approches en catdgorie 2 et autoriss le
vol en IFR monopilote. L'AFCS 165 appartient I Ia famille des syst~mes "dual - dual".

3.2. FONCTIONS DE PILOTAGE DISPONIBLES

Concernant lea stabilisations de base, on trouve toutes lea fonctions classiqus de tenus des
assiettes et du cap A long terms, sinai qu'un amortisseur de pas collectif.

Ds nombreux modes de pilotage "au travers" du syst~me de contr8le autolnatique du vol, dont le mode
contr8le de maniabilit4, font partie de ce premier groups de fonctions, au mge~m titre d'ailleurs que lea
termes de ddcouplage d'axes et is coordination de virage.

Pour ce qui eat des modes aupdrieurs permettant le suivi de trajectoirs, on trouve tous lea modes
suivants, actifa selon la configuration et Is mission de l'hdlicopt~re dquip6 du systilme AFCS 165.
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Pour lea modes civils

- tenue de vitease-air actuelle,
- tenue d'altitude baromdtrique actuelle,
- acquisition et tenue d'altitude barom~trique affich~e,
- acquisition et tenue de cap affichd,
- acquisition et tenue de vitesse verticale affichge,
- acquisition et tenue d'altitude radio-sonde affichde,
- approche ILS cat. 1 et cat. 2,
- approche 14LS,
- remise automatique de gaz,
- navigation (route navigation ou VOR).

Pour lea modes militaires terrestres

- tenue de stationnaire automatique (avec ou sans Doppler),
- vol tactique (maniabilitd),
- asserviasement aur une ligne de viade,
- prd-commandes d'antenne de surveillance adroportde,
- prd-commandes de tir canon et de tir roquettest
- tenue de poste hdlicoptbre (vol de patrouille).

Pour lea modes militaires marines (SAR)

- over-fly,
- acquisition et tenue de atationnaire automatique aur mer forte,
- tenue de hauteur de stationnaire radio-sonde affichde,
- transition autolnatique vera le bas (avec ou sans couplage A la navigation),
- transition vera le haut,
- tenue de vitesses-vol actuelle,

et (ASH)

- tenue du stationnaire cAble SONAR.

Ce sysame pos5~de par ailleurs plusieurs autres fonctions telles que

- surveillance de lenveloppe de vol de l'h~licopt~re (marge de puissance, VNE, etc.),

- surveillance des capteurs et reconfiguration, lorsque c'est possible, aelon lea demandes de
Pquipage,

- surveillance des organes de commande,

- fonctions de s~curit6 (Fly-up, dcarts excesaifa sur lea quatre axes, test. avant vol),

- fonctione d'autotest des calculateurs et de maintenance int~gr~e (ler et 26me dchelons, en ligne).

Tous lea modes que ous venons de liater tr~s bribvement ont fait l'objet d'6valuations en vol aur
divers hdlicopt~res de lAEROSPATIALE-DH et ce aussi bien avec des systtmes analogiques classiques
qu'avec des systblnes numdriques (tels que le CDV 155).

L'intdgration dana une architecture "tout numdrique" de lensemble des besoins recensds A Vheure
actuelle par lea diffdrentes araies (air, terre, mer) eat en cours de rdalisation dana le cadre do
d~veloppement concernant la nouvelle g4ndration de syatbmes de contr8le de vol type AFCS 165.

Done le paragraphe ci-apr~s, nous allons prdsenter auccintement larchitecture externe de ce systbme
pour lVapplication au SUPER PURA HK 2.

3.3. DESCRIPTION DE L'ARC4ITECTURE EXTERNE DU SYSTEME AP 165

Le syst~me AP 165 s'insilre dana on aystbme de conduits du vol int~grd, totalement Duplex (cf.
synoptique n* 1). Autour des deux calculateura composant le coeur do syst~me de pilotage sont articulds
plusieurs anus-ensemble:

- 2 postes de commande baa iques PA, faisant office de concentratedirs de donn~es pour toutes lea
commandes situdes sur lea manches (cyclique et collectif) sinai que pour lea logiques d'engagement de
modes, issues des postes de commandes optionnela. Ces deux poates de commande baaiques sont situgs en
planche de bord, Pun sur Ia planche pilote et l'autre sur la planche copilote, au voisinage des dcrans
de visualisation et A c8td des postes de commands de visualisation.

- 2 Centrales de Rdf~rences Primaires (CRP), qui outre lea informations d'assiettes, de vitesses
angulaires et d'accdldrations lindaires, glaborent par ailleurs lea informations baro-andmomitriques, A
savoir la vitesse-air, Ia vitease verticals et laltitude barom !trique, ainsi que linformation de
tempdrature extdrieure. Ces centrales peuvent asai foornir en option lea informations relatives A
Vandmamdtrie basse-vitease.
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-2 "Bottiers Interface at Gdndration de Symboles" ayant lea r8les suivants

*concentration des capteurs de radio-navigation et radio-altiobatriques ainsi que des capteurs
ndcessaires I Is rdolisstion des modes optionnels (exemple SAR, ASM,..)

* couplage I un BUS 1553 (en option),

* acquisition des postes de coiasande de visualisation,

* concentration des mots de maintenance issue de chacun des sous-ensembles (PA, CRP, ... ) dons un
systbme de mdmorisation centralisde,

* acquisition des CRP (une par bottier) pour affichage our lea dcrans de visualisation,

* g~ndrstion des signeux de visualisation et d'alarme sur lea dcrans de visualisation & partir des
informations fournies par la calculateurs de pilotage.

-2 ensembles de visualisation pilate et capilote, compoods chacun d'un Poore de commande de
visualisation, d'un PFD (Primary Flight Display) at d'un ND (Navigation Display). Cheque planche (pilate
ou copilote) recoit l'une des centrales de rdfdrences primaires pour affichagas. Chacun des deux pastes
de cammande de visualisation contr8le directement s planche associde (via le "Battier interface at
Gdndration de Symboles").

a) Sur Ia visualisation PFD sont affichdes outra la hauteur de d~cision, lea informations suivantes
en provenance des calculeteurs de pilotage, via lea bottiera "Interface"

* lee barres de tendance pour la fonction directeur de vol,
* lea sglections de cap effichd, d'altitude baramdtrique affichde et de vitesse verticale

effichie,
* lea modes actifs, arinds, ddsengagds, de mama qua lee interdictions d'engagement,
* lee informations concerneat lea possibilitds de reconfiguration du systame de pilotage,
* Is visualisatian de l'anveloppe de vol (sur l'6chelle des vitasses),
* lea alarmes d'ordre de reprise en main,
* l'activation de la sdcuritd "Fly-up",
*' lee dcarts excessifs lids eu suivi de trajectoires,
* lea dissemblances capteurs,
* Lea mots d'dtat enregistrds dons Ia udmoire centreliede, en phase de maintenance seulement.

b) Sur la visualisation ND Cant prdsentdes:

m~d,* lea informations de cap, de route at de navigation, evec la possibilitd d'y superposer la carte

* la hauteur radio-sonde actuelle et la hauteur affichge,

* la marge de puissance dis'ionible (Cur tine 4chelle de pas collectif).

-I ensemble de capteurs de sacaurs compreant deux gyroscopes de verticale at permettant de
surveiller l'attitude de l'hdlicopt~re apr~s perte d'une CR1.

- I ensemble de capteurs permettant d'dlaborer lea informations "marge de puissance" et "enveloppe
de vol'. 11 s'agit essentiellament de cepteurs effectuent des mesures au niveau des ensembles taurnants
(31?, mateure).

- 1 battier de reconfiguration, situd stir le pyl8ne central A disposition des pilate et copilote.

- I battier de maintenance, peruettant dgalement d'initial jeer Ie test prd-vol, Ie test de
maintenance approfandie at Ia comande de visualisation cur dcran des mats d'Etat de maintenance stockds
dons ls dispositif de mdmorisatian centralisde.

- I dispasitif de visualisation d'alarmes (Nester Alarm), afin de pouvair reprendre en mains le
contr~le e l'eppareil en toute sdcuritd.

- I ensemble (trims et serva-commandes) permettant le pilotage automatique de l'hdlicoptare Cur se5
4 axes.

II s'agit lB d'une description assez succinte Eu syst~me de pilotage AP 165, intdgrg doe une
architecture d'avionique madamne, et dant noa venons de prdsenter lee Eldments principaux. 11 n'est pas
question dens ce papier de ddvelopper tout le contexts opdretionnal d'un tel syst~me, car cels serait
bien trap long. Ndanmoins naus renvoyans Is lecteur aux chapitres 1 et 2, ob naus evans ddveloppd
qusiques examples qui dannent une trbs bonne ide des cepacitfs de ce systbme, assi bian cur le plan
opdrationnel qu'su niveau de see performances et de sa sflretd de fanctionnement.

3.4. PRINCIPES DE REALISATION ET TECHNOLOGIE DU SYSTEEE AP 165

3.4.1. 1ldthodes e conception at de ddveloppement

De part as camplexit6 impartante, le ddveloppement d'un tel systame de pilotage ndcessite
l'utilisetion de mdthades de conception qui permettent de mattriser I'apprache descendante/mantante
(Top-DownlDovn-Top) classique :una ddmarche mdthadalogique cohdrente entre l'Avionnsur at
l'Equipementier eat Is garant d'un ban ddroulement de tout programme . Dana ce but Is SFIM a Atd amends I
ddvelopper certains outils informatiques oti I en utiliser d'autres di existants our le marchd.
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La plupart des outils SPIN fonctionnent sur VAX-VHS ; on pout citer plus particulibrement loutil de
spdcification SPECIF, qui eat utilisd essentiellemont au niveau de la conception globale systbmo et
logiciel de lAP 165 luim at qui sert principaloment h ddfinir lee flats d'inforuations de fagon
externe entre ce systhue de pilotage et lea diffdrents sous-enseubles participant k l'avionique de
l'hilicopttre. Cat outil permet fgalemont de ddfinir les flots d'inforizationa de fagon internet au niveau
des sous-enaemblea inatirielea t logiciels constituent 1e systb.. de contr8le autouctique du vol.

Connectd I SPECIF, nous &von* divelopp$ par la suite un outil particulior (INTERCO) peruottant de
cdndror automatiqueuent l'interconnexion physique du sous-syst~uo de pilotage placd dana son
environnefent.

Par ailleurs, un ensemble de programmes do simulation trbs sophistiquda peruet d'observer ce quo
sera Is comportefent du systbas AP 165 une fois montd dana l'hdlicopthre do servitude.

La particularitd do notre approche riside dana 1. fait qu'il s'agit d'observer, do tester et de
valider en simulation le comportement du logiciel "ciblo" lui a& s, tel qu'il sera implantd dana lea
calculateurs de pilotage loreque coux-ci fonctionneroat en temps rdel en vol. Ce logiciol cible oct
ddveloppd on PASCAL, le reste de l'environneuent ftant dcrit en FORTRAN.

Un certain nombre d'Outils spdcifiques do Difinition do Tests (ODT) at d'outils graphiques (PAGOS),
peruottont de faciliter 1e dialogue entre lea ingdnieura de conception (systbue, logiciel) et
l'onvironneuent de siimulation reprdsentatif do l'application on cours de ddvoloppement.

Dana une premitre Etape, tous ces travaux sont rdalisds on temps diffdrd ; par la suite et dana une
prochaino dtapo, il sera possible d'effectuor les .8.08 t~ches main cotte foia en temps rdel, graco i
l'outil SILENE 3 en cours do rdalisation I I& SPIN. Ce aimulatour temps rdel eat organisd autour d'un
ordinateur GOULD (SEL 32). 11 sort principaleisent I Ia validation du sous-systbae do pilotage avant cc
livraison Cu client AEROSPATIALE-DH, ce dornier rfialisant encuite Ia validation do toute l'avionique do
l'hdlicoptbre sur son banc. do simulation temps rdel SISYPHE.

Enfin tous les produits issue du ddveloppement do co syst~me do contr8le automatique do vol Coat
pris on goation de configuration grace h l'outil GCF.

3.4.2. Principes do rdalisation du logiciel do l'AP 165

D6s lors quo lea fonctions du systbue do pilotage prdsentA cant rdalisdos par logiciel, dos
prdcautions architocturalo. bant I prendre en compte relativemont h s s~retd do fonctionnomont.
Colles-ci aont traduitos non seulement au nivecu do l'architecturo des doux calculateurs nuindriquos
eisbarquds (structure "dual - dual"), mci. Egaloment au nivoau do leur programmaction respective. Ainsi A
l'intdrieur do chacun des deux calculatoure, toutos loe fonctions do pilotage jugges critiques sont
rdalisfE.. deux fois, do fa~on dissymdtrique, avoc do. logiciels do niveau 2 (Cu sons do la DO 178A) et
exdcutdes par deux ensembles do ressources matfiriolles idontiquos main distinctc, et possAdant leurs
propres moyons do co mnication~ avoc l'extdrieur. Can deux ensembles do ressourcos cant dgalomont
capablos d'dchanger des informations do consolidation, sans risque do pollution mutuelle.

Dana Is systbae AP 165, tous les traitements logiciels cant rdalisE, par utilisation du langage do
haut nivoau PASCAL. La dissysiftrie, lorsqu'elle Oct ndcessairo, ect assurde depuis la conception des
logiciols jusqu'l leur progrszusation, en imposant l'omploi de dewc compilatours diffdrents (B50 et
OREGON) I doux Equipes diffdrentes.

3.4.3. Technologie du systhme AP 165

Pour Iardalisation do ce systbme nous avons d~cidE, aprhs Etude des diffdrente, familles do
microprocosseurs I notro disposition cur 1. marchd, d'utiliser la tochnologie MOTOROLA (68020 + 68881).
Chacun des deux calculatours numdriquos eat constitud do deux entitds do calcul "68020 + 68881"
fonctionnant h 12,5 MHz, qui confbrent au aystuoe AP 165 une grando puissance do calcul.

Los composants dloctroniquos utilisda sont pris dens la gae 6tendue (- 45%, + 85*), la
compatibilitd dtant assurde I terme pour les applications ndcdssitant I'emploi do composonts
Electroniques militairoc.

CONCLUSION

Au cours do cotto prdsentation, nous avon. essayd do montrer comment I partir d'une d~finition la
plus prdcise possible des besomns opfrationnelso il eat envisagoable do synthitiser des lois do pilotage
relatives & uno application sur h~licopthre pour uno mission donnde, grace I l'utilisation do techniques
particulibrea de lautomatique thdorique. Aprbs uno rapido prdsentation do l'AP 165 actuollement en cours
do ddvoloppoment I Ia SPIN, noun avons abordd ensuito los principoc do la rdalisation du sythme de
contr8le de vol lui-stme, at notamment nous avons mis l'accent cur l'utilisation d'una technologie
dlectronique avancde ainsi qua cur les mithodos de ddveloppement d'un systbue tel quo l'AP 165. 11 no
rosto plus ddsormaia qu'l valider toute notro approcho en vol ot c'ost ce qui est envisaaE I court terme,
puisque Ia syst~m. Al 165 va faire l'objet d'une Evaluation compl~te sur le SUPER PUMA MK2 do
l'AEROSPATIALE-DH (Marignane - France).
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COMPUTER AIDED TACTICS FOR AIR COMBAT
by

N. Mitchell

B~~tritish Aerospace
iltry Aircraft Division

UWarton Aerodrome , Preston. Lancashire PR4 lAX

f NTO igheraircraft will contain a significant degree of automation and computer support to the crew.

O One key area of support is computer aided tactics, which help the crewman to asaess the complex air battle
Ssituation, select appropriate targets, and plan the best method of attack. This paper describes a

I crocomputer tactical aid called MITAC, which has been produced by British Aerospace as part of a w4er-
programmiaef 4 orV on mission management aids. By computing a range of possible aircraft and missile

Sflight paths and processing the results through a sequence of tactical rules, mrTAC can offer the crewman
useful advice on recommended attacks and their consequences. It provides a good insight into the sort of

Sfacility that could be available in next generation fighter cockpits. -~:

INTRODUCTION

Over the past few years there has been a growing recognition of the need for onboard automation and
computer aids to support the crew of new combat aircraft. To address this need, British Aerospace has
been involved in a number of initiatives aimed at clarifying the requirements and identifying areas of
interest (see, for instance, reference 1.).

In parallel with this general activity, it was decided to produce a number of specific demonstrators,
which would show more clearly what such computer aids were and how they could support the crew. An
initial demonstrator was produced called MITAC, a microcomputer tactical aid, to illustrate how the crew
might be given tactical assistance. It also provided a useful vehicle for the development of algorithms
and new ideas on tactical reasoning.

This paper first discusses the need for automation and computer aids, in particular computer aided
tactics, then it describes MITAC and how it functions. Finally it indicates the further developments that
are underway to produce a new more powerful computer tactical aid called CONTAC, from which it should be
possible to specify tactical algorithms for an airborne system.

THE NEED FOR COMPUTER AIDS

The current trend in fighter aircraft design is towards more complex systems operated by a single crewman.
The EAP (Experimental Aircraft Programme) Technology Demonstrator, which mades it first highly successful
flight from Warton last year, is a forerunner of this new breed of fighter. They will be highly
manoeuvrable and equipped with sophisticated attack and defence systems and with intelligent
fire-and-forget missiles. These aircraft will have to operate In an increasingly severe air/land battle
environment, containing many threats from enemy sir and ground units (Figure 1.), which will demand
maximum performance from the aircraft, its weapons and its crewman.

In order to achieve full performance, the crewman is required to perform the following functions
simultaneously: -

* Maintain an awareness of the total air battle scene.

a Plan the best method of attack.

* Fly complex attack manoeuvres.

* Closely control multiple weapon release.

* Organise self defence against arriving threats.

* Communicate with other friendly forces.

5 Manage all on-board systems.

* Respond to onboard emergencies/failures.

Even with a two man crew and present generation systems, these tasks are very demanding. The new more
complex systems, to be handled by a single crewman, will require the introduction of more automation and
computer assistance if the crew workload Is to be kept to an acceptable level.

FORMS OF COM4PUTER AID

There are two main types of computer assistance that could be provided to the crew: tactical and
non-tactical. The non-tactical computer aids involve the automation of sub systems management and
housekeeping functions. This could Include automated sensors, automated flight path control, automated
weapon control, and automated defensive aids. Housekeeping functions to be automated could include fuel,
power, hydraulics and air. Hand In hand with such automation would go an appropriate monitoring system.
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This non-tactical automation would relieve the crewman of much of the detailed and demanding systems
management and control tasks, thus allowing him more time to concentrata on overall mission management.
However, although the non-tactical automation is very important and complementary, this paper is concarned
with the tactical forms of computer assistanca. Such computer aided tactics will assist the crew
throughout all phasas of the mission. In the context of an air combat mission, the computer aidad tactics
could provide particular assistance to the crew in four main areas:

1. Understanding the complex air battle situation.

2. Identification of important targets and threats.

3. Planning the best method of attack and self defence.

4. Execution of the attack sequence.

A key part of all such aids is the man/machine interface between the computer and the craw. This will be
operating at a much more 'intelligent' level than in the past and will involve voice conversation as well
as new pictorial displays.

MITAC

Although there has been much general discussion on the topic of mission management aids, which provide
computer support to the crew, it requires the design and implementation of actual systems to give a clear
understanding of what they are and what they can do. In order to progress along this path, a
microcomputer tactical aid called MITAC has been produced, to give initial experience in the design and
development of tactical decision aide; Figure 2 shows I4ITAC in operation. Such an approach has allowed
the rapid implementation of new ideas for algorithms and tactical reasoning, and is one element in a wider
ongoing programme of work to develop computer aide and automation for use in combat aircraft.

The list of mission mandgement aid (MNA) features provided by ?4ITAC is shown in Figure 3. These will be
discussed in more detail later. MITAC has 3 user option to introduce pauses between each of its
processes, which is useful for demonstrations. Normally, however, the sequence of processes is completed,
through to the recommended attack, without stopping.

The user first defines all of the elements in his scenario. This includes the position, speed, heading
and status of all aircraft, plus the position, engagement range and status of all surface to air missile
batteries. This total scenario is often referred to as the alpha scene, which would be produced by
correlation of all sensor and intelligence data onboard the aircraft. A typical alpha scene is shown in
Figure 4, containing line vectors for aircraft and circles for surface-to-air missile engagement zones.
All displays are shown relative to own aircraft, which remains at the origin and heading left to righ'.

Situation assessment

The first MITAC function is Situation Assessment, in which it processes the whole of the alpha scene to
identify the most important elements in the scene; these may be targets or threats or both. The
processing algorithms include a number of criteria, e.g. friend or foe, range to go, time to go, but are
less detailed than subsequent processes, because situation assessment has to operate on the whole alpha
scene and computer power will be limited. A head-on attack algorithm is used to compute missile launch
times from which the eight most immediate targets are selected (Figure 5).

This reduced group of eight targets, known as the beta scene, will be subjected to further processing. As
the attack sequence develops, in particular when own aircraft changes heading, the relative importance of
the elements in the alpha scene will change, and so will the selected bets scene.

Attack and counter-attack assessment (Figure 6)

The next MITAC process computes collision course attacks against each of the eight enemy aircraft in the
bets scene, calculating the aircraft approach path and the missile launch and trajectory data. Then for
each of these attack profiles, the corresponding enemy counter-attacks and missile launch points are
evaluated. This process takes a little longer, because for each attack against one of the enemy aircraft,
I4ITAC has to examine eight potential enemy counter-attacks, i.e. sixty four counter-attacks in all. The
surface to air missile batteries engage all aircraft coming within their range and more than one missile
may be fired at an aircraft depending on how long it takes to pass through the zone. Each one of these
attack and counter-attack profiles is known as a gamma option. MITAC has now reached the situation where
all of the attack options and their counter-attack consequences are Known including the crucial missile
launch data.

.Target prioritisation (ranking)

The important thing that the user wishes to know, of course, is which is the best target to go for. This
is computed by MITAC in the next process called target prioritisation or ranking. To do this it uses a
series of tactical rules in order to rank the targets in a preferred tactical order, using data from the
attack and counter-attack assessment. These tactical rules attempt to maximise your advantage by
achieving the most target kills with the least number of counter-a ttacks. An example of such tactical
rules are shown in Figure 7. The first ranking criteria is 'lowest number of counter-attacks'. For
profiles with the same number of counter-attacks, priority is given to those where the first
counter-attack occurs latest. Further ranking criteria are applied until all of the attack options are
placed in a preferred order. The recommended attack, at the top of the list, is called the gamma star
option. MITAC has now completed its cycle of computations and is ready to present its results to the
user.



t6-3

Display options

MITAC presents the results of its tactical assessment on the screen, first shoving the 'no manoeuvre
situation', which indicates whether continuing on the present course will expose you to attack within a
specified time interval. By the repeated pressing of a key, the full list of attack options can be
displayed, in order of priority, starting with the recommended attack. A recommnended attack option
display is shown in Figure 8, where it will be seen that the track from self has two legs: the first is
the aircraft flight path to missile launch and the second is the missile trajectory from launch to impact.
Note that the impact point is on the target track projected some time ahead. As there are no similar
tracks from any of the enemy aircraft towards self, this indicates that no counter-attacks will occur
before you launch a missile at the selected target.

A read out line at the bottom of the display indicates heading change and attack time to the selected
target. Progressing through the options shove an increasing number of counter-attacks, with the worst
option, number 8, showing six counter-attacks. (Figure 9).

MITAC offers the user the choice of selecting any one of its ranked options or suggesting alternatives for
it to assess. The user can examine the effect that changes in his speed or height will have on the attack
and counter-attack situation. When a course of action has been decided upon, MITAC progresses the air
battle forward in time by a selected timestep. The new situation is then displayed and all of the
procedures are repeated on the full alpha scene.

ATTACK SEQUENCE USING MITAC

To illustrate how MITAC could be used to execute an attack sequence, let us start by accepting the
recommended attack option against a/c 15, shown in Figure 8.

MITAC first checks whether you are likely to be attacked, then updates to the next scene, which is the
missile launch point against aircraft 15 (Figure 10). Notice that the display is still centred on self,
so the impression is that the whole scene has rotated and moved relative to self. MITAC has worked on the
whole alpha scene again and computed a full set of gamma options for the new situation. The recommended
attack is, of course, against aircraft 15, and as the target is in range, MITAC asks for missile launch
instructions. One missile is selected and launched at aircraft 15; the missile in flight will be shown as
a small circle. The second option is against aircraft 11 and the display (Figure 10) shows that, in the
course of this attack, the aircraft in close proximity to 11 could turn and launch a missile at us. We
attack, nevertheless.

MITAC now advances to the missile launch point against aircraft 11, shown in Figure 11, where a missile
launch option has been selected. At least one counter-attack is possible in the near future on all of the
gamma options, so we launch a missile at aircraft 11 and turn 80 degrees to port to avoid retaliation.
Figure 12 stows the no manoeuvre situation sometime later, indicating no counter-attacks. Our two
missiles can be seen in flight towards aircraft 15 and 11.

As a final illustration of MITAC facilities a simpler scenario is used, as shown in Figure 13, with only
two targets; a high speed medium level fighter (number 6) and a slower low level strike aircraft. MITAC
recommends attacking the fighter, because the second option against the strike aircraft, (Figure 13),
shows a risk of counter attack. If it is important that the strike aircraft is destroyed, then it would
be useful to find out how to achieve that without being attacked in the process. MITAC examines the
effect of changing speed and height and shows that it is possible to attack the strike aircraft with no
counter-attacks (Figure 14).

FURTHER DEVELOPMENTS

Although MITAC uses a relatively simple model, it nevertheless is a program with over 2000 statements and
does thousands of computations each cycle. It has been an extremely effective tool for the initial
investigation of new ideas in the area of computer aided tactics.

Further developments are nov underway using more complex models with greater tactical reasoning, which
provide more extensive tactical assistance. They are running on more powerful computers with high
resolution colour graphics displays and provide the basis for significant development of tactical
algorithms. The display shown in Figure 15 is from the first development phase of a new computer tactical
aid called COMTAC.

Parallel work is also underway on the application of artificial intelligence techniques in this area, and
on the integration of computer aided tactics into future combat aircraft.

The time is right for the introduction of such computer aids and they offer the prospect of major
improvements in the operational effectiveness of combat aircraft.

REFERENCES
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A FIBER OPTIC GYRO STRAPDOWN REFERENCE SYSTEM
FOR GUIDED WEAPONS

00 by
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0 The experiences with the gyro error behaviour made during the development of fiber
_ optic gyros (FOG) at SELgi4stimulating a number of new system implementations. Among

them the use of FOGs within strapdown reference systems for guided weapons looks very
favourable because of the high FOG bandwidth, its low noise operation and the absence
of maneuver-dependent gyro-errors (as opposed to mechanical sensors).
System design considerations lead to an integrated strapdown reference system solution
for guidance and line of sight stabilization. The principal error sources of such a
system based on FOGs are investigated by means of simulations including original sensor
signals. The investigations indicate that these systems can be realized on the basis of
the SEL-FOG which is now under preparation for mass production. -

1. INTRODUCTION

Within the past years flight control and seeker technologies for guided weapons became
more and more sophisticated. A very important contribution to the solution of the ccst
and weight problems associated with more complex navigation, flight control and seeker
attitude reference systems can be earned from the implementation of inertial strapdown
reference systems which use low cost fiber optic gyros. The use of a single low cost
fiber optic gyro strapdown attitude reference system for all guidance needs onboard an
airlaunched weapon system will be investigated in the following.

The basis of this work is the development of fiber optic gyros started at SEL in 1980.
Two different types of gyros mainly differing in their readout method - the phase
modulated and the frequency modulated one - are in an advanced development phase. The
first type with a drift specification of about 10 deg./hours is specially designed for
use in low cost systems with no compensation of the earthrate which itself contributes
a drift of up to + 15 deg./h. The second type demonstrated a high scalefactor stability
( see /3/) combined with an improved driftrate cf about 1 deg/h which enables
applications in medium accuracy inertial navigation systems.

The experiences from the development and the tests of the phase modulated gyro form
the basis for the following system design and simulation considerations.

2. FIBER OPTIC GYRO DEVELOPMENT

At SEL FOGs based on both previously published modulation techniques (phase nulling
frequency modulation and open-loop phase modulation) are under development (see
/1/,/2/). The justification for this twofold effort are different applications
requiring different sensitivities, rate capabilities and scale factor stabilities. The
solution for the problem of split activities is to keep the difference between the two
gyro types as small as possible. This is achieved by using a modular interferometer
design which is characterized by its optronic hybrid technology. Integrated-optics
modules, all-fiber components and even miniaturized bulk components are combined to
form optimized setups. The common interfaces are single-mode fiber pigtails. A subunit,
consisting of the source module (V-groove multimode laserdiode with thermoelectric
cooler), first beam splitter (fiber coupler in fused-taper technique), PIN detector and
fiber polarizer can be combined with the different fiber coils and modulator types.

2.1 The Phase Modulated FOG Concept

The phase modulated fiber gyro is basically designed as a rate gyro and employs
open-loop phase modulation signal processing. It is built as all guided wave sensor
with an integrated-optics LiNbO phase shifter. The high bandwidth and good linearity
of this phase modulator determiAed the key features of this gyro. It is characterized
by its short fiber length and its scale factor stabilization technique. The fiber
length of L=100m together with the coil radius of R=3.5cm compresses the dynamic range
to Sagnac phase shifts below 90deg for rotation rates up to 400deg/s. The optimum
modulation frequency is fm=c/(2nL)=IMHz which is only achieved satisfactorily with an
integrated-optics modulatorT Sinusoidal phase modulation with amplitude I leads to the
well known detector output signal as a function of rotation rate or SagnaF phase shift.
The amplitudes of the harmonics are given by Bessel functions:

i(t)-Io(l+Jo(2-0 )ODEs ) + 2IoJ1(26o)uin*a s-ce(,d(t--/2))

20o0 a 00oma-
21 0 J2 (20 0)ccam 8 .-co(2waf,(t-./2)) +
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Phase sensitive detection of the first harmonic gives the rotation rate signal. Scale

factor stabilization (compensation for varying attenuation, coupling efficiency or

laserdiode output) is accomplished by detection of the dc component and a control loop

which drives te gain for the fm component as a function of the measured dc value. The
resulting gyro output becomes

2Jl (2
o )• inW

I + 0 (24' )- 8

The modulation amplitude ( is set to § = 1.2 rad with J(2§) = 0. Thus the rotation
dependent part in the denomnator of the scale factor vaniShesoand the output signal is

proportional to the sine of the rotation rate.

The functional block diagram of the optical and electronic part of the 100m rate

sensor is shown in Fig. 1. Its parameters and target specifications are summarized in
the table below:

Target specification of phase modulated FOG

Dimensions and parameters

Diameter: 80 mm
Height: 25 mm
Weight: 200 g
Fiber length: 100 m

Coil radius: 35 mm

Performance

Signal format: digital, 15 bit parallel + 1 sign bit
update rdte 1 kHz

Scale F : 0.012 deg/s/LSB
Scale factor error 0.5 %
Range + 400 deg/s
Bandwidth 500 Hz

Noise 10 deg/h 4"T
Bias uncertainty (T=const) 10 deg/h

Environment
Temperature -54.. .71 C
Vibration 20.. .2000 Hz

10 g sin
Shock 60 g/3 ms sine

halfwave
20 g/100 ms

2
WM

Wm U-tan (kD1

Figure 1. Phase Modulated Fiber Optic Gyro Configuration
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3. FIBER OPTIC GYRO STRAPDOWN REFERENCE SYSTEM DESIGN

On the basis of the 80mm diameter phase modulated fiber optic gyro at SEL a new type
of reduced dimensions with 40 mm diameter was designed for small volume applications
such as in guided weapons. As shown in Fi 2 the strapdown attitude reference system
consists of a three fiber optic gyroFOJG package and four electronic boards. The
individual gyro has a maximum dimension of 40 mm. The reduced microbending effects of
new polarization preserving fibers now available allow such small dimensions. The basic
characteristics of this new FOG are:

maximum input rate: + 800 deg/sec
maximum bias uncertainty: 40 deg/h
scale factor error: 0.5 %

The gyro electronics performs a direct digitizing of the gyro output signal with a
resolution corresponding to 16 bits. Processing of the strapdown algorithm is carried
out at a high speed of 500 Hz on a fourth card.

1y-Gyro

x-Gyro

z-Gyro

0 10 20 30 40mm

Strapdown- Gyro- Fiberoptic-

Processor Electronics Gyro-Unit

Figure 2. Strapdown Attitude Reference System with Miniaturized Fiber Optic Gyros

The classical design of a guidance system of a weapon system includes two different
inertial sensor sections. Fig. 3 shows the seperate flight control using a reference
gyro for yaw and pitch corrections and the additional seeker equipment (in this case a
optical device including a tracker) employing a second reference gyro system for line
of sight stabilization.

Figure 3. Functional Diagram of a Classical Guidance & Seeker System
with Seperate Gyro References

FEm I IEI ill i I•CIEI
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The verification of compact and low cost strapdown attitude reference systems allows
the designer to simplify the allover guidance system architecture. As shown in Fig. 4a
one strapdown reference system consisting of the reference unit and the strapdown
computer can serve simultaneously for referencing both the flight control and the
seeker system. It is well known that the seeker itself has to be stabilized with a very
small stablization error in order to allow high resolution and long distance detection.
When this is not performed by a directly gimballed reference gyro a very high bandwidth
is needed for the strapdown reference system. Exactly this point can be ideally
achieved by fiber optic gyros. The SEL-FOG-type for instance operates at a 1000
cycles/s refresh rate of the digital output signal corresponding to a sensor bandwidth
of 500 Hz. Together with the matched strapdown computer update rate of 500 cycles/s
this means that with the proposed reference system a high quality gimbal servoing will

be possible in the future, thus allowing new mechanical seeker solutions.

The search for cost effective solutions for the guidance and seeker tasks leads to an
integration of all processing tasks of a weapon system into one processor of the next
generation as shown in Fig. 4b. This system uses the advances in the field of digital
processing speed for a rrinimum solution in terms of cost and weight which should be
very suitable for guided weapon applications.

FkTAECT. !FIGHT ACUAOR/A'jlO
E - it dl VEHICLE w Eit a C e PE

RAPOi~N 8E~O C :8ERORT'c
AFT ThT~ COW GYRO-UNI OD GIrAL GYRO-UNIT

L. 0. S. GIMBAL GMA

CONTR0O1 SYSTEM SSE

LTAKRISENSOR

Figure 4. Functional Diagram of a Guidance & Seeker System with a Strapdown Reference
a - Distributed Electronics b -Low Cost Version with an Advanced Processor

4. THE NAVIGATION SOFTWARE DEVELOPEMENT SYSTEM

4.1 Concept

For the design, implementation and validation of realtime software modules for
strapdown systems a special software tool is available at SEL : the Navigation Software
Development System (NSD). This efficient tool was used for all the investigations
described in this paper. A short review of the basic functions of this proqram system
will be given below.

As shown in Fig. 5 the outmost simulation shell consists of a flight path and vehicle
motion generator (APG Attitude and Position Generator) and the sensor error models (SEG
Sensor Error Generator), which simulate the real world environment in terms of linear
and rotational motion as well as the sensor characteristics.

The simulated sensor signals are transferred to the realtime-kernel modules which
perform Sensor Error Correction (SEC) and Strap Down Calculation (SDC).

The results are compared with reference data by a special data evaluation program (SAP
Signal Analysis and Plot Processing).

The complex input data are handled by a input processor which allows easy modification
of single coefficients out of the total set and supports input data file control and
documentation.

This allows to optimize the real time navigation software with respect to

- algorithm errors (numerical approximation)
- roundoff errors (word length)
- program loop timings (sampling
- quantization errors (sensor digitizing)
- sensor characteristics, and

- flight dynamics
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Figure 5. Structure of the Navigation Software Development System (NSD)

4.2 Flight Path Generator

The flight path generator (Attitude and Position Generator APG) computes all reference
data of a special vehicle motion with respect to the navigational coordinate frame. The
data are stored for error analysis and transformed to the body-frame thus yielding the
required correct sensor input-signals, as for instance the rate values for the gyros
and the acceleration values for accelerometers in body-fixed coordinates.

Different types of carrier movements including sinusoidal movements can be carried

out. A geometrical displacement of the sensing unit with respect to the center of the
carrier's movement, giving rise to additional acceleration signals, is also included.

4.3 Sensor Models

The body fixed sensor input signals are compounded with the sensor error contribution
by the sensor error generator. Both classes of errors - compensatable and
noncompensatable sensor errors - are taken into account. For fiber optic gyros the
following errors are modelled:

- bias of angular rate
- scale factor error
- scale factor nonlineraity
- Crosscoupling between sensor axes

4.4 Realtime-Kernel Software Modules

The realtime software package for the inertial reference system consists of the
following main components:

- the sensor error compensation module,
- the strap-down calculation module,
- the euler angle extraction module, and
- the application modules (i.e. stabilization module)

In the sensor error compensation module the deterministic errors which are included in
the sensor models are corrected. In case of skewed sensors the signals are
orthonormalized and transferred to the strap-down calculation module. For the
strap-down calculation a quaternion mechanization of choosable order is used, which
gives the possibility to find an optimal implementation with respect to timing and
accuracy requirements. A standard euler angle extraction algorithm is used which may be
adjusted to application requirements. The realtime-kernel software is developed in
standard PASCAL on the simulation computer; this ensuies correct transposion of these
modules to the target processor.

4.5 Data Evaluation and Error Modelling

The resulting errors are analyzed by means of a special signal processing software
which uses standardized file inputs/outputs for multiloop signal analysis. Graphic
representation of all output files is supported.
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5. SIMULATION RESULTS OF THE FIBER OPTIC GYRO STRAPDOWN REFERENCE UNIT

5.1 Choice of the Attitude Profile

To obtain meaningful results from simulations of a FOG strapdown attitude reference
system one has to select an appropriate attitude profile. This selection is a tradeoff
between two objectives:

- the profile should be as realistic as possible and encompass the whole vehicle
dynamics

- the simulation results should be easily interpretable, i.e. the attitude errors
which show up in the simulation results should be discernible and easily traceable
to the sensor or algorithm level.

Fig. 6 shows the flight path and the associated attitude profile which was selected
for the subsequent simulations of the FOG attitude reference system. It consists of a
short climb flight from a lower to a higher altitude level, with a maximum pitch angle
of 30 deg and a maximum pitch rate of 30 deg/s. Superimposed on this profile is an
angular vibration about all three axes with an amplitude of 1 deg, a frequency between
I and 10 Hz and a variable phase relationship between the three axes. These angular
vibrations (which are not included in fig. 6) represent the influence of structural
vibrations, which may be induced by aerodynamic effects or by a rocket motor.

Simulated flight path

aeg
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20 00

10 00

0.00

-10.00
0 00 2.00 4.00 6.00 8.00 10.00

T (sec)

simulated attitude profile

Figure 6. Simulation Input in Terms of Flight Path and Attitude Profile

Although this attitude profile may not seem very realistic, it is quite representative
of the application and, because of the superimposed angle vibrations, all error sources
of the system are excited in the simulation. The relative simplicity of this attitude
profile allows an easy identification of the various error mechanisms.

5.2 Influences of Error Sources on System Performance

While investigating the influence of various error sources on overall system
performance, we will have to deal with two major classes of error sources:

- strapdown algorithm errors

- sensor (i.e. gyro) errors

5.2.1 Strapdown Algorithm Errors

Errors which are generated in the strapdown calculation result from the discrete
implementation of continuous differential equations (which always involves series
expansions) and from the sampling of quantized sensor signals in discrete time
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intervals. The magnitude of these algorithm errors depends on the specific algorithm,
the update frequency and the motion profile.

Although the 3rd order quaternion algorithm, which we have chosen, is very good in
this respect, there are certain unfavorable cases, where quite large algorithm errors
may arise.

5.2.1.1 Coning Notion Error

One of these unfavorable cases is the coning motion, which consists of mutually
out-of-phase angle vibrations about orthogonal axes. Fig. 7 shows the attitude error
which results from such a coning motion at a coning frequency of 10Hz and calculation
frequencies of 50Hz and 500Hz. The attitude error, which is quite large at a
calculation frequency of 50Hz (almost one degree after 10sec) and dominates all the
sensor errors (20deg/h drift and 0.1% SFE were assumed), reduces to a negligible value
at a calculation frequency of 500Hz. Thus one has to conclude that in high dynamic
environments, where such coning vibrations may exist, an increase of the calculation
frequency to several hundred hertz has to be considered.
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Figure 7. Coning Motion Error at Strapdown Calculation
Frequencies of 50 Hz and 500 Hz

Such an increase in calculation frequency is reasonable only when it is accompanied by
a corresponding increase in gyro bandwidth. This requirement is easily fulfilled by the
inherently high bandwidth of the FOG, which mak.es it an ideal candidate for high
dynamic strapdown environments where the existence of structural vibrations is
suspected.

5.2.1.2 Continuous Rate Input

A second algorithm error becomes important when there is a continuous rate input about
one axis, for example in the case of a missile spinning continuously about its roll
axis. The resulting attitude error depends again on the calculation frequency. Fig. 8
shows the simulation results fcr an input roll rate of 4000 deg/s and calculation
frequencies of 50Hz and 500Hz, assuming a skewed sensor configuration which accounts
for the limited input range of the FOG. The roll axis error angle at a calculation
frequency of 50Hz amounts to a huge 30 deg after only one second; and again the
increase of the calculaton frequency to 500Hz reduces the roll angle error to a
negligible value. This leads to the same conclusions concerning the gyro bandwidth as
in the case of the coning motion; again the FOG is (from this point of view) a good
candidate for strapdown attitude reference applications in spinning misbiles.
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Figure 8. Roll Angle Error Due to Continous Roll Rate Input
at Calculation Frequencies of 50 Hz and 500 Hz



5.2.2 Sensor Errors

The FOG has a remarkably simple error behaviour. Because of its massless principle of
operation there are no contributions from linear acceleration dependent drifts or angle
acceleration dependent drifts, which are common in mechanical gyros. Thus we will only
have to consider

- gyro drift

- gyro scale factor error (SFE)

and, because we talk about high dynamics applications and want to point out the
specific advantages of fiber optic gyros with respect to mechanical gyros, we will also
deal with

- limited gyro bandwidth.

The error coefficients are taken essentially unmodelled as they are at present for the

phase modulated SEL FOG.

5.2.2.1 Gyro Drift

Fig. 9 shows the influence of the gyro drift on the attitude error for the attitude
profile introduced before, using drift values of 10, 20 and lO0deg/h (top to bottom).
The attitude angle errors are well within 0.5deg even for the 100deg/h case, and even
below 0.1deg in the case of a lOdeg/h drift. The maximum in the middle results from a
scale factor error of 0.5%, which was included for comparison. Thus one can conclude
that, assuming this kind of attitude profile, the gyro drift is definitely not the
limiting factor for overall system accuracy. Even if one does assume a gyro drift of
100deg/h, which is an unrealistically high value for the SEL FOG, the angle errors are
not excessively high and are of the same order of magnitude as the errors resulting
from a scale factor error (SFE) of 0.5%. This indicates that the SFE may here be a more
important error source.

Drift: 10deg h

O' k ,00 4.0 *.O ' .00 tO

Orift: 200eg/h T $c)

Drlft. lOO 0g/h T (se

Figure 9. Attitude Error Due to Gyro Drifts (10 ,20 & 100deg/h)
and Scale Factor Error (0.5%)

When applications in continuously spinning missiles are considered, gyro drifts become
even less important, because the drift in pitch and yaw gyros is averaged out due to
the continuously changing orientation of the missile body axes. The small roll angle
error which is caused by the roll gyro drift is usually not critical.

5.2.2.2 Scale Factor Error

A scale factor error of 0.5%, which is the present uncompensated value for the SEL
phase modulated FOG, yields with our attitude profile a pitch angle error of about
0.2deg, see Fig. 10. A reduction of the SFE to 0.1%, which one can hope to achieve by
modelling, results in a corresponding reduction of the pitch angle error to a few
hundredth of degrees.

An even more demanding application, as far as the scale factor is concer ed, are
attitude reference systems in continuously spinning missiles. When such a sytiem is
mechanized completely as a strapdown system, the gyro which measures roll rate is, due
to the absence of a roll gimbal, subject to a high unipolar angular rate. Absuming a
roll rate of 4000deg/s, a SFE of 0.1% leads to a roll angle error which increases
linearly with time with a slope of 4deg/s. Although in spinning missiles the exact
knowledge of the roll angle is usually not essential, a roll angle error which is



greater than a few degrees seriously affects pitch and yaw angle accuracy. However, the
gyro which measures roll rate in these systems operates in a limited rate region, i.e.
only at high rates. First measurements of the SFE characteristics of the SEL phase
modulated FOG indicate that in such a limited rate region the scale factor may possibly
be modelled to an accuracy substantially better than the value of 0.5% quoted from the
current target specification.

One can thus conclude that among the "classic" gyro error sources the SFE is the most
critical one for the attitude reference application considered here. The scale factor
accuracy required for nonspinning systems are met by the SEL phase modulated FOG. For
full strapdown applications in spinning missiles an optimization of the scale factor of
the roll gyro at high rates will certainly be necessary.
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Figure 10. Attitude Error Due to Scale Factor Errors of 0.5% and 0.1%

5.2.2.3 Limited Gyro Bandwidth

As attitude control applications in high dynamic environments are considered, an
additonal error source becooes important: the limited gyro bandwidth. This more or less
obvious fact can easily be visualized in a simple simulation experiment which was
carried out within the frame of our Navigation Software Development System which, for
this purpose, was equipped with an additional low pass filter to get a coarse model for
the gyro frequency response.

The simulated system input is shown in Fig. 11. It consists of a simple discontinuity
on the rate acceleration level, which may stand for a "kick" caused, for example, by a
rocket motor start. Fig. 11 shows the resulting attitude angle error for gyro
bandwidths between 25Hz and 500Hz. With the gyro bandwidth limited to a few tenths of
hertz, quite formidable attitude errors and, in a control application, correspondingly
high control errors may result in a high dynamic environment.
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Figure 11. Simulation Input (left) and Resulting Attitude Error
for Various Gyro Bandwidths

This simple simulation experiment merely serves to visualize the statement that high
quality attitude control in high dynamic applications requires high gyro bandwidth in
addition to a high strapdown algorithm update rate. The high bandwidth inherent to the
FOG together with the compact, all solid state, low cost concept of the SEL phase
modulated FOG make it a candidate for high dynamic control and stabilization
applications.

6. SIMULATION OF A STRAPDOWN SYSTEM REFERENCED LINE-OF-SIGHT STABILIZATION SYSTEM

A block diagram for the line of sight (LOS) control is shown in Fig. 12. The inner
loop contains the gimbal control including the controlled element (gimbal and torquer)
and a high bandwidth angle transducer. The friction effects associated with all gimbal
systems are represented by the nonlinear characteristics shown in Fig. 12.
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Figure 12: Block diagram of line of sight control

The need for a high bandwidth for the angle transducer can be seen from the simulation

results in Fig. 13, which shows the stabilization errors for 200Hz and 400Hz angle
sensor bandwidth, assuming a sinusoidal 1 degree command input.
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Figure 13: Attitude Error of a Gimbal System at 200Hz and 400Hz Angle

Sensor Bandwidth

The limited angular freedom of a gimbal system used in tlhe seeker section allows the

implementation of simple linear transducers which have the required high bandwidth. The
angular errors caused by the substitution of an angle measurement by a measurement of
linear displacement can easily be compensated in the strapdown system computer.

It is obvious that especially in an offline strapdown steering mode of a LOS
stabi-lization system a high bandwidth is essential for operation in a very dynamic
environment. A constant 50 deg/sec movement yields a large velocity angle error of
about 8.8 mrad at a gyro signal update rate of 100 Hz. The update rate of 1000 Hz which
is typical for the SEL FOG yields only 0.88 mrad angle error.
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Besides the deterministic LOS stabilization errors the contribution of random sensor
noise has to be considered. From the block diagram in Fig. 12 it can be seen that the
sensor noise can directly be added to the stabilization error. Strapdown Calculations
using original input signals of the SEL FOG led to the typical strapdown reference
output noise patterns shown in Fig. 14, indicating that only very small noise
contributions are present.

2arcsec

0

-2arcsec ,

FOG-SEr1SOR NOISE - T (sec)

Figure 14: Typical FOG Angle Noise Pattern

7. CONCLUSION

Simulations based on the crror behaviour of the phase modulated fiberoptic gyro, which
was developed at SEL and is now going to reach production stage, have shown that this
kind of rate sensor is beccming a serious competitor in the field of strapdown system
sensors. Potential applications, taking advantage of the FOG's simple error behaviour,
its inherent high bandwidth and its all-solid-state concept include missile attitude
reference systems and high quality line-of-sight stabilization systems for high dynamic
environments. These features encourage the development of integrated concepts, where
attitude reference system and line-of-sight stabilization system are merged into one
single strapdown sensing and controlling unit.
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0SUMMARY

The demand for higher flight velocities and ranges for tactical missiles favours increasingly the appli-
cation of airbreathing engines.-The wide range of altitudes, in which many missiles - particularly air
launched -must be operational, makes the variatlon of thrust mandatory and leads ultimately to the
control of propellant mass flow. lhus, with the choice of a solid propellant ducted rocket as propulsion-
system, the gasgenerator must produce a variable mass flow rate. The widely applied method uses a
propellant with a pressure sensitive burning rate. A valve with variable throat area controls the mass
flow out of the gasgenerator. - - ....

Accordingly the mathematical model of the gasgenerator consists of the laws of propellant burnin e
and chaner discharge and the fundamental equation of gas. This results in an opposing relation between
mass flow and pressure for the first short control period after a valve throat variation. The controller
design must consider this non-minimum-phase behaviour. For the presented example of a missile design
a propellant mass flow measurement couldn't be realized. On the other hand the flight Mach number is
the ultimate control value. This leads to the controller de ,'n described as follows:

The Mach nuner controller computes the suitable nominal value for the gasgenerator pressure while
accounting for the pertinent gasgenerator dynamics. This procedure requires the knowledge of the pressure
sensitive burning rate with adequate narrow tolerance limits. In case of high-g flight manoeuvres the
system can optionally switch over to a simple comnand for the pressure nominal value.

An adaptive controller is nested within the Mach nuner loop to keep the gasgenerator pressure in closed
loop control. Thus, an open loop control of the mass flow rate is provided. This loop is controlled by
the flight Mach number loop,its value being derived from flight data. --

The installation of prototype engines on test stands in a hardware-in-the-loop configuration and the
required additional simulation procedure will be described. The presentation of test results conciludes
the paper.

LIST OF SYMBOLS

a empirical parameter Q amount of heat

A area r burn rate

cp specific heat at constant pressure R gas constant

cv specific heat at constant volume S reference area

c* characteristic velocity t time

CF thrust coefficient T temperature

CW drag coefficient T rT p  time constants

F thrust v velocity

g gravity acceleration V volume

H altitude 0 angle of incidence

m mss y ratio of specific heats

m mass flow o density

M mach number 0 inclination angle

n pressure exponent Wo control parameter

p pressure

SUBSCRIPTS

b burning

d discharged

g gas

p produced

r references

s set value

t throat

o free stream
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1. INTRODUCTION

The growing demand for higher flight velocities and ranges in the field of tactical missiles favours
increasingly the application of airbreathing engines. The wide range of altitudes, in which many
missiles - particularly air launched - must be operationel, together with requirements for improved
manoeuvrability makes the variation of thrust mandatory. The most effective way to do this is the con-
trol of propellant mass flow.

With the choice of the propellant a strong preference of solid grains should be considered. A very
attractive propulsion system which fits perfectly in this scenario is the solid propellant ramrocket
or in the more usual american term the ducted rocket. The basic design of a missile with ducted rocket
propulsion is shown in Fig. 1. The gasgenerator contains a grain of oxygen deficient propellant. After
ignition it provides the ramcombustor with fuel rich combustion products. There they will mix and burn
with the incoming air from the air inlets. The internal volurte of the ramcombustor is suitablE to
accommodate an integral booster. For the most cases of air launched missiles the possible size of the
booster is sufficient to accelerate to the required take over Mach number of the ducted rocket.

This paper describes the dynamic behaviour of the gasgenerator with the resulting design considerations
for the control loop. A description of the complete engine control system shows the necessity to in-
clude some special features. The test philosophy with the according hardware-in-the-loop arrangement
and the presentation of some test results will round off this paper.

2. GAS6ENERATORS WITH VARIABLE MASS FLOW

According to the requirements stated above the gasgenerator must produce a variable mass flow rate.
This can be achieved in different ways based on the influence of the two main parameters

- burning rate
- burning surface.

A short survey of some proposed concepts shall be presented below (Fig. 2) without a discussion of the
pros and cons.

o Pressure Sensitive Propellant
The widely applied method uses a propellant with a pressure sensitive burning rate. An end or cigarette
burner is the common grain configuration. But also rod and tube grains are known. The control of the
mass flow out of the gasgenerator and thus the gasgenerator pressure is managed by a valve with variable
throat area.

o Matrix Propellant
This concept is a variation of the method before. The difference is given by the composition of the
propellant. Preproduced granules of a propellant with low pressure sensitivity but high energy
content could be embedded within a matrix of a low energy propellant with high pressure sensitivity.
The result envisaged is a burning behaviour which resembles in some aspects a more or less erosive
burning.

o Strand Augmented Propellant
The propellant composition of this method is somewhat reverse ot that above. One or more strands
(small propellant "wicks") of high pressure sensitivity are embedded in a matrix propellant of high
energy content but low pressure sensitivity. The now pressure dependent progress of the small burn-
ing front on top of the strands dictates how strong "coning" occurs in the matrix propellant. Coning
means that a locally faster burn rate tends to deform at least the whole burning surface to a slope
to this most progressive points. Therefore, the major effect is achieved by variation of the burn-
ing surface. The actuator nevertheless is still a throttling valve.

o Retractable Silver Wires
A burning surface modulation via controlled coning is the basis of this concept too. But differently
from the method mentioned above the extend of coning is here influenced by the conductive heat flux
through embedded silver wires. To maintain or stop the heat flux is the task of a somewhat complicated
mechanism which retracts the silver wires at an adequate rate. This rate determines the relativ position
of the silver wires to the burning surface and thus the corresponding heat flux.

o Longitudinal Tubes
A concept proposed by Thiokol as THERMATROL (R) (Thiokol Heat Exchange Rocket Motor Augmented Rate
Control) uses the same effect of thermal induced coning but by other means. Instead of the retract-
able silver wires fixed small metal tubes would be installed. A flow rate control system connected to
this tubes at the bottom of the grain allows a variable heat flux via the bleed rate of combustion
gases.

As mentioned before a detailed discussion of the various concepts is not the aim of this survey. Never-
theless, one general aspect is very important to all control considerations. The variation of the burn-
ing surface is generally associated with relatively long time constants sometimes extending to a sub-
stantial part of the whole mission.

In the present case of an air-launched anti-ship missile the mission requirements postulated considerable
versatility on the propulsion side. Thus, a gasgenerator with a pressure sensitive propellant became the
heart of the speed control for the missile.
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3. MATHEMATICAL MODELS

3.1 GASGENERATO"

A general arrangement of the selected type of gasgenerator is shown in Fig. 3. With the progress of the
burning front to the left the free volume of the gasgenerator is filled with hot combustion products.
This gas leaves the gasgenerator through the throttle-valve. The interaction of production and discharge
of gas determines the pressure inside the free volume. A few words should be added referring to the nature
of the combustion products. Beside their dominant gaseous portion these often contains liquid and solid
phases. In particular with the application of propellants with high energy content the amount of these
phases are not negligible. Nevertheless, with an assignment of suited material constants the mathematical
treatment as an ideal gas leads to results of sufficient accuracy.

As mentioned before the conditions inside the free volume result from the difference between produced and
discharged mass or energy respectively. Furthermore the volume of burned solid must be filled with gas.
The burn rate of the propellant may be described by the known empirical formula

r na p (1)

The parameters a and n are propellant specific and not necessarily independent from pressure over the
utilized pressure range as we will later see. The resulting mass production is given by

mp f PP • Ab • a pn (2)

The mass flow discharged through the valve throat at a critical pressure ratio is, according to funda-
mental fluid dynamics, determined by

p - A tM d - (3)

with

• R (4)

and

++r= 2 )y - I()
/Y ' + if 5

The balance of mass is given by

dt - = p - (pg V) (6)

and corresponding the balance of energy

dQ m •T- *d T -=d * v
dt = p dt • V cv T) (7)

According to fundamental considerations [3] temperature variations are small. Therefore, the assumption
of constant temperature T = Tp = const. is adequate.

With the basic assumption of an ideal gas the equation of state is valid

P-P8 " R • T (8)

Thereby we obtain the differential equations of the gasgeneratorp dV
;- ;d  Ph E-

Adp R .R T = R * T (9)

dt dt V

R T (pp•Ab a•pn--T Ab * a pn p.A
V c

dV n
t Ab r - Ab a p
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With these equations the dynamic behaviour of the gasgenerator can be investigated. The parameter of
interest is the discharged mass flow. Together with the air mass flow which is a function of the respec-
tive flight conditions this propellant mass flow determines the thrust of the missile.

An example illustrates this behaviour. As shown in Fig. 4 with a step function, the valve adjusting veloc-
ity assumed to be infinite, the throat area will be reduced. Now it is obvious that the mass flow shows
a reverse-reaction behaviour. Due to the reduction of the throat area the mass flow is reduced propor-
tionally for the first short period. This disturbance of the discharge causes the pressure to rise. But
now, according to the rising pressure, the burning rate will also increase. Ultimately with a certain
time constant presssure and mass flow will adjust to the new steady-state condition. The time constant
is proportional to the free volume of the gasgenerator.

A very important aspect for the design of a controller is the question what kind of measurements are
possible. With this the liquid and solid phases have to be considered. Of course, it is no problem to
get a precise signal from a position indicator of the valve. But the corresponding throat area may
depend on circumstances like burning time, pressure level etc. since the valve is exposed to deposits.
With some precautions the measurement of pressures is feasible with sufficient accuracy. However, a
reliable temperature recording of the hot gas is difficult and may depend on operating time.

Now, the possibility of a measurement of propellant mass flow is of dicisive significance. Extensive
investigations [5] have shown that out of a multitude of physical principles only a few are really
applicable. For practical use in the environment which a missile provides there remains at least one
method. This method makes use of a smoothing or intermediate volume served by the discharge of the
throttling valve and an outflow through a fixed nozzle. Assumed there are no temperature variations and
a critical pressure ratio is provided the mass flow is proportional to the pressure in the volume
(Fig. 4). The deposit problem at a sonic nozzle should not be considered as a severe one. Nevertheless,
a disadvantage of this method is a rise of the operational pressure level.

Besides the measurement aspects another point of strong influence is the behaviour of the controlling
element represented by the throttle-valve with its actuator. Approximately with a first order lag element
the transfer function of the thiottle-valve can be described.

dA I A A
dt -T (As -

Furthermore must be observed

- the upper and lower limit of the valve throat area (according to design considerations it is impracti-
cable to close the gasgenerator completely)

- the limit of the valve adjusting rate

3.2 MISSILE DYNAMICS

Related to the speed control the force balance along the flight trajectory is the significant portion
of missile dynamics (Fig. 5). The resultant first order differential equation describes the acceleration
along the flight trajectory:

a- 2 M2 . S . (CF cos a - CW) - g sin 0 (12)

The thrust coefficient is a function of:

CF = f ( p,M oH,da) (13)

and with a good approximation the drag coefficient is described by:

CW = .a , W (14)

where the basic term is determined by

o= f (MO'H) (15)

Values of the drag coefficient are commonly provided by wind tunnel tests. Whereas with good accuracy
the values of the thrust coefficient can be calculated by an engine cycle program.

The measurement of related flight data poses no problem. Practically each missile which such sophisticated
requirements is equipped with an Inertial Navig~tion System (INS). Therefore, acceleration and velocity
are available with great accuracy. Equally well it is possible to provide the Mach number by an aerody-
namic probe.
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4. DESIGN OF THE CONTROLLER

The considerations of the previous chapter points out that a design of direct or closed loop control
of the propellant mass flow has to deal with the following aspects:

- reverse reaction or non-minimum-phase behaviour

- working pressure level of the gasgenerator is determined by two pressure losses (throttle-valve and
sonic nozzle)

- intermediate volume has to be provided

On the other hand the parameter that ultimately must be controlled is the velocity or the Mach number.
From this point of view it is obvious to reject the direct mass flow control and to attempt to design a
control system which provides directly the required speed. With such a solution the propellant mass flow
would be controlled in an open loop and the associated mass flow measurement can be rejected.

4.1 SPEED CONTROLLER

The requirements of the project mentioned in the beginning asked for

- Mach number control at differen~t levels

- various flight profiles up to high altitude

- high-g manoeuvres at final approach to the target

To fulfill these requirements the following concept resulted from a somewhat difficult design process.
The speed controller (Fig. 6) consists of a Mach number controller with a cascade controller for the
pressure loop of the gasgenerator. Thus, an open loop control of the mass flow rate is provided.

At the high-g manoeuvres a control of the Mach number is no more opportune. In this case a set value
adjuster will calculate the appropriate set value for the pressure controller from the required manoeuvre
data. With that a sufficient thrust level will be provided to maintain a certain Mach number within
specified tolerance limits during this flight period.

A short time before launch of the missile the required data must be transferred to the speed controller.
Furthermore the interpretation of the signals given by a start sequencer and the timely start of the
controller are properties of the initiation function block. Due to the transferred atmospherical and
environmental data the applicable controller coefficients will be selected. The launch data decide the
preadjustment of the throttle-valve. By this the appropriate mass flow rate for the transition phase will
be provided.

In the next chapters both controllers will be described in more detail together with some design consider-
ations. They are of the adaptive type. Thus, during the operation time a continuous parameter adaptation
has to take place.

Furthermore the operation limits have to be taken into consideration. These limits consists of

- sufficient supercritica) margin of the air inlets

- minimum Mach number

- maximum propellant mass flow

- heat resistance 
of radom

- strength of gasgenerator structure

- maximum pressure inside the gasgenerator

A graph (Fig. 7) illustrates the remaining operational regime of the ducted rocket. During operation a
supervisory function block determines the appropriate limitations.

Even without the discussion of the controllers in detail the above facts show that this task can only be
done reasonably by direct digital control.
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4.2 MACH NUMBER CONTROLLER

During the major part of the flight the speed control has to maintain a certain Mach number preset by
the flight control system. A limiter controlled by the supervisory functions reduces the set value to
Msmin Ms < M smax.

To improve the command behaviour this value will be treated with a filter. With the effected lag an over-

shoot of the Mach number progress will be virtually avoided.

A second limiter constrains the deviation to DMmin < DM _ DMma, .

By this a violation of the specified Mach number limits due to the non-minimum-phase behaviour of the
controlled system will be avoided.

At variations of altitude a fast adaptation of the set value of the gasgenerator pressure will be
provided by a disturbance variable compensation.

The controller itself consists of a proportional-plus-integral controller for the processing of the
Mach number deviation and a proportional controller. The latter stabilizes the loop with a feedback of
d/dt(M) derived from the measured acceleration. The integral portion of the controller guarantees the
static accuracy. Furthermore it provides a self learning capability. Therefore, the required gasgenerator
pressure, which is a complex function of aerodynamic and environmental conditions, will be determined
automatically.

The parameters of the Mach number controller will be adapted to the varying free volume and pressure in-
side the gasgenerator. The adaptation to the free volume, due to its slow variation, will be done contin-
uously. However, the adaptation to the pressure has to consider that it is a state variable of the
controlled system and will be done by parameter switching. At the switching points the continuity of the
commanded value will be forced.

4.3 GASGENERATOR PRESSURE CONTROLLER

The considerations of chapter 3 demonstrated clearly that the pressure is the only variable of the gas-
generator which can be measured reasonably. It is described by the non-linear differential equation (9).
From the viewpoint of the whole concept the purpose of the pressure control is primarily the stabilization
of the gasgenerator. For it the behaviour of the pressure should correspond to the following reference
model: dp

d -T(P. - Pr)  (16)P

Thus, the transfer function of the gasgenerator will be linearized. Furthermore this function will be
time-invariant. Consequently the design of the Mach number controller was simplified considerably. Due
to the time-discrete realization of the controller and the limited valve adjusting rate the time constant
Tp should be selected not too small.

The pressure set value can be provided by two modes:

- from the Mach number controller in the case of closed loop Mach number control

- from the set value adjuster in the case of open loop Mach number control at high-g manoeuvres.

The second mode is suitable for an open loop control of the mass flow (Fig. 9). At this the set value will
be calculated with the known relation of mass flow and gasgenerator pressure (Equation (2) or tabulated
data set). These conditions proved favorable at the design of the test concept.

The adaptive pressure controller (Fig. 10) consists of a proportional compensation controller with an
additional proportional-plus-integral controller. According to Equation (16) the proportional compensation
controller causes for the closed loop approximately the following transfer function:

dt = o * (Ps - p) (17)

Without a violation of this behaviour the additional proportional-plus-integral controller provides the
static accuracy. The portion of the correcting variable delivered by this additional controller can be
limited. Thus, an excessive overflow of the integral value, e.g. caused by temporary jamming of the valve,
with possibly resulting oscillations can be avoided. But with the increasing reliability of the valves
this limiting functions lost its importance. Further will be limited:

- the set value of the pressure

- the set value of the valve throat area

both in accordance with the supervisory functions

- the valve throat area

due to design conditions.
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Like these of the Mach number controller the parameters of the pressure controller will be adapted to the
varying free volume and pressure inside the gasgenerator. The value of the free volume is known before
ignition but there is no possibility to measure it during operation. Thus, it must be calculated contin-
uously by the integration of the respectively produced increase of this volume. According to equation
(10) the timely value is dependent on the gasgenerator pressure.

As indicated in chapter 3 the parameters a and n are not necessarily independent from the pressure.
Typically the characteristic curve of the burn rate tends to minor gradients in the upper pressure regime.
Therefore, the application of a tabulated form of this relationship and all parameters dependent of it
proved favorable. The same is valid for the pressure dependence of the characteristic velocity c*.

During the development of the control system the test results suggested the inclusion of some special
features. These accounts mainly for the behaviour of the particle-laden gas. Regardless of the measures
taken at the valve the following provisions against the effect of deposits were made:

- identification of deviations from the valve characteristic curve
At static operation phases continuous throat area deviations caused by deposits can be determined and
compensated.

- wipe pulses
At low pressure the preservation of the maximum throat area is particularly important. Wipe pulses
at times can be helpful.

- switching of the loop gain
At high pressure the control loop tends under some circumstances to oscillations. A reduction of the
closed-loop gain in this regime solves the problem.

Furthermore a special initiation process provides for a smooth start and another feature opens the valve
at burn-out for the larjely utilization of the pressurized propellant gas.

5. SYSTEM TEST

Of course, an intense examination with simulations accompanied the design of the controller. At the
same time the development of the engine takes place. For it the design of the throttle-valve was a very
important matter. The various types with their pros and cons should not be discussed here.

Nevertheless, the applied and very approved design, a special kind of a rotary disk valve, shall be
shortly presented. Fiq. 11 shows a photograph of the valve seen from the gasgenerator side. The valve
has four outlets in twos throttled by two rotary sliders with their axes perpendicular to the outlet
plane. Shown is the full open position with the maximum throat area that can be provided. The control
edges are shaped circular and rounded to form a nozzle. Thus, in the most critical position a geometry
is provided which avoids largely deposition.

To obtain the above described state long series of tests were necessary. Of course, the early combination
of the engine hardware with the control algorithms was very important. The resulting dynamic behaviour
could be studied under real conditions.

5.1 HARDWARE-IN-THE-LOOP TEST TECHNIQUE

The test concept was strongly influenced by the following conditions:

- realization of the controller with direct digital control technique

- gasgenerator pressure control loop can be operated seperately

- necessity of propulsion system tests a long time before the availability of the controller hardware.

Under these circumstances a hardware-in-the-loop test technique offered a great advantage. Fig. 12 shows
a comparison of the flight system with the conditions at the test plant. Due to the first point mentioned
above the implementation of the controller software on a process computer instead of the engine control
computer is possible without difficulty. At our test plant a VAX 750 computer was available for such
purposes. Therefore, an operation of the (inner) gasgenerator loop at the test plant could be managed.

Although an electric drive is provided for the missile valve servo-system at the test plant a hydraulic
actuator was used.

Much more complicated was the implementation of the Mach number controller. Therefore, a simulation of
the missile behaviour due to inertia and aerodynamics must take place. Furthermore the test plant must
be able to provide a varying air mass flow heated to the suitable temperature similar to the air inlets
at supersonic flight.

Fig. 13 shows the situation in the form of a block diagram. The propulsion system is represented by

- the throttle-valve with the appropriate servo-system

- determining the mass flow out of the gasgenerator

- injected into the ramcombustor.



At flight conditions the achieved thrust acts against inertia and aerodynamics of the missile. The values
of Mach nuner and acceleration measured by Mach meter and INS will be provided to the speed control system.
The set value of the valve throat area closes the loop.

The algorithms of the speed control system can be performed either by the engine control computer or by
a process computer.

As mentioned before the test plant must provide an appropriate air mass flow heated to the stagnation
temperature. The available facility works according to the blow-down principle. The air mass flow out
of an air reservoir will be controlled by a throttle-valve. A heater supplied with hydrogen provides the
required temperature. Not shown on this diagram is the supply of the make up oxygen. This will be provided
to an amount equal to that consumed by hydrogen.

However, the missing link for a successful test procedure is a substitude for the missile. Thib will be
introduced by the simulation of the missile dynamics. Proceeding from the measured thrust all required
parameters will be calculated. The corresponding simulation algorithms can also be performed by the
mentioned process computer.

The block diagram of the simulation of the missile dynamics is shown in Fig. 14. Proceeding from the gas-
generator pressure the produced mass flow will be calculated according to equation (2). Jith the inte-
grated gas production the present missile mass can be calculated.

Simultaneously the coefficients of Thrust and Drag will be determined. The calculation of the fictive
acceleration will be done according to equation (12). A first integration provides the velocity. Con-
sequently the Mach number can be determined. Besides the preparation of the set values of the test plant
controllers for air mass flow, heating hydrogen and make up oxygen the Mach number will be provided for
the coefficient calculation of the next sample.

With an additional integration of the velocity times the cosine of the elevation angle the covered range
over ground will be determined. The integrations will be performed with Runge-Kutta formulas.

Thus, the required values for the speed controller will also be provided.

5.2 TEST RESULTS

Fig. 15 shows a photograph of a ducted rocket propulsion system on the test facility. Lateral of the
engine the hydraulic actuator of the throttle-valve is visible.

Results of two tests with the simulation of missile dynamics are presented in Fig. 16 and 17. Both show an
a'cCel-dtion process followed by a manoeuvre (open loop mode) in the second case. The diagrams on the
left indicate the very good accordance of the gasgenerator pressure with its set value. The diagrams of the
coefficients of drag and thrust show excess of thrust during the acceleration phase. The third set of curves
illustratps the Mach number progress.

A photograph of a trial firing of a ducted rocket propulsion system (Fig. 18) closes this paper.

6. CONCLUSION

I think the now available combination of speed controlled airbreathing propulsion with a solid propellant
offers very attractive possibilities not only for our current project but also for the whole spectrum of
tactical missiles.
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- Summary:

--- Because of their increasing requirementsmodern guided missiles today have a very
high degree of complexity. In the development this results in need of time and high
costs. To improve cost-effectiveness and to reduce risk and uncertainty at the same time,
new test concepts are necessary. Realtime simulations like Software-in-the-Loop and
Hardware-in-the-Loop simulations represent such new concepts. This means close loop
simulation with actual present missile components in a laboratory environment where the
physical environment is simulated and controlled by a'special computer equipment. After
a definition of SIL/FIL-simulation,n--*~s pabl-i-cationthe configuration of such a test
equipment is presented. It gives an overview of the complexity of the thereby necessary
hardware and software.

1. Definition of SIL/HIL-Simulation

The requirements on modern guided missile systems have increased because of their
operational conditions. This results in a high degree of complexity of the whole system
as well as of the single subsystems.

Such a missile (fig. 1) for example has a central missile computer where complex signal
processing and control of all systems takes place. Additionally data-communication be-
tween the carrier and the missile must be possible during the captive flight for test-
and synchronisation purposes.

Carrier

g. 1 h c c o uComputer MIL-BUS-a

Fig. 1: Schematic Structure of a Guided Missile (Guidance and Control Components)
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The influences of the operational environment are observed by several sensor systems
such as

- an active seeker (radar, infrared etc.)
- altimeter (radar)
- inertial system (strap down)

These single subsystems, as a rule, have a local intelligence and realize a data prepro-
cessing. The calculation of all data by complex guidance and control algorithms leads to
commands for the fin actuator system so that the correct course is followed. The commu-
nication with the central computer takes place by suitable BUS-systems.

All described systems have digital components which enable the processing of the com-
plex algorithms and, furthermore, the realization of changed requirements quickly and
cost-effectively by software modification.

All these considerations lead to high development effort which takes time and results
in high costs. A special problem is the testability of such systems. Tests of single
systems on test rigs with deterministic signals provide at most knowledge only about
the compliance of specifications, tolerances and correct logical flow.

Dynamic research into system behaviour, as well as of the hardware and also of the soft-
ware, till now has only been possible by captive and free flight tests. Exactly these
tests represent a very high cost factor in the development. Besides it has been clear
that the performances of the missile cannot be registered sufficiently by flight tests
alone. To assess the multivarious functions it is necessary to have a high number of
tests in a controlled, reproducible environment with definite changes. Thereby it is
possible to collect statistical data to enable an assessment of the performance.

New test concepts to fulfill all requirements are the software-in-the-loop (SIL) simula-
tion and the hardware-in-the-loop (HIL) simulation. These are simulations which enable
tests of single missile subsystems as well as of the whole system dynamically in a
closed loop realized in a laboratory environment.

The basic difference between SIL and HIL is the simulation objective and therefore the
subsystems which are involved in the simulation loop. For the SIL-simulation this is
only the central missile computer. The implemented software is the actual object of
test. The task of the SIL is the validation of the operational software. This means to
check whether the transfer of the guidance and control algorithms from mathematical
simulation models into the microcode of the microprocessor in use has been done cor-
rectly. Validation especially means the check of all dynamic functions. A successful
SIL therefore is the first milestone to build up a HIL-simulation.

HIL-simulation in its complete form assembles all missile components which provide data
necessary for guidance and control. The task of the HIL is the validation of the whole
system, the analysis of its dynamic behaviour and also the check of the system effecti-
veness.

The commonality of both simulations is the simulation of complete operational missions.
This requires for the missile and its sensors a realistic modelization of environment
influences and of simulation in real time.

Which influences are necessary will be explained in the following for an actual exam-
ple.

2. Configuration of an actual SIL/HIL-Simulation

There is no question that the configuration of a SIL/HIL-simulation is dependent on
the configuration of the missile itself. Consequently the simulation equipment must be
configured so as to serve the real hardware- and software-interfaces of the missile.
This will be illustrated using the simulation equipment oC an Anti-Ship-Missile as an
example.

2.1 SIL-Configuration

The structure of the SIL-simulation is presented in figure 2. The real missile com-
ponents are the complete missile computer with implemented mission software and a con-
trol unit for the fin actuators. The missile computer is supplemented by a special
CYBER-interface. It serves to transfer data into the missile memory directly from those
subsystems which are connected by an internal BUS in the original missile.



33-3

Synchronization

CYBER BIL-SBUS Central

Sinilatin-Comput r Interface M l Computer

b8

Carrier C MIL- BUS 
Modelization CYBER-BUS-A te th cot n Crrit. in o

ishbsduoihclgcltmngoahlisiecmue and controls| thetestsce nai

by oadaped lig al cmad.Seil Smltoe porekmdlaleislrsbytm

F Control

and he mssie itelf Thedat trasferbeteen he issie cMte an teCY

Sim el i cInt e d act

T hi isal req san lina c

/

Addtoalchr i aaeiteraccmutrrorsL-USf rtio fseeker-

nd Carrier-dath c o oc A te

The nwholl ti conton s

th msslecopuer .synchronisatonfpusgetinertdb h isl optrsnchriion thmissilecompu interface losterrioputr nda hhe simulan comte. vate

taneo s lution of The ye me simulation computerr

Tis bavailuble fre g atim ill be o tense by ptr n onr the neesr ytm tesandcbyathe
yadataser roma oands thepeihr.Itl smutonpeciamfeature ofthis simlationsycom-
puter and iot oatoaly syesetnao ecesa pcesslthefsynchronizationsinterp

fastn oghe s oi tats The r at i and r eal t e con it on aSe i d . BER

Si eetokoe ueraespaeoerteolinlitracsi h specifiaed omt

T InertqiaSsesmn aao/iia-ovrin o igas fr te fn atao ytm

A i t u rea t h ows t NIL-configu r fa e u bt ial I gherS har dware fo r t can

benCarrierd t i n ec r o te theRor p i e c o hl

sen whil c areu at u l r en he fie confgu rato the NonI L o

labo y o gu rt i. - on fp u r n

Addionally th issinterfceputer, the rneracordngofdtran whhae necesaryo oputer.athe

taneomusluonothsytsofieniaeuations run The CBRsimulation computer.i h otoln ui.Ami rga
Tis biase uporteoia tim ing botnb the mislncmueresadcrol syte tes snarioh
b adatased loiclrom mand s Steprpey ti pecialfetr o hs simulation prgasmdeco isiesbytms
which areno ts atal preste anto elogneesary phscs inflnconiatio tsensors
andteomissl itsef The ydroato anfe betwee theiie comtaer andihe C

simutionscompte tkes pIlaceovegratheornal iutntrace hinghe specifed eformt.a
beThc tis reursa necary dgtaonerten thorc phyiganeaels for the fiiatrssie

0 ddinall th re aitualyepareentTerfacuesoa computeteo onfigu-frmatin of seker-

the i sscotie compu issile syrst ion pusea ger a ed bt hcea misil co u e r sytn-

taunes slutiaeonai proheio systemso diferhtalu tion onte ultinrouter.n

2.2oratory onfiguration.

fluenceslike. aeoy ai or prplso syte beai u etc nannonltn l be
n

rerdue n a EIn ]m



33-4

Synchronization

IMIL -MUS--UA

CYBER Efet-Smtr Central
Simulao- Computer Efet-SuiaosMissile Computer

I Iz

L - -A-Fligt- I-B

L L ToRadar
Altimeter R Carrier+ ]Rr " IL BU -T Interface

IetMIL- Bus
Modelizaon ofInt~Enviroment Inefc

L3 -C xB - BUis - Inertial

TableF: Motion System

Lotd Torques
Parameters i
for altimeter
Effect - Ssimulators

adr si oor

La Recordingm t

LCYBER-BUS-8 .CYBER

Fig. 3a: HIL - Configuration

The individual systems are (besides the missile computer):

- the radar seeker
- the fin actuator system
- the strap-down inertial system
- the radar altimeter

They all consist of a sensor system for physical data and a computer component.

The essential task of the HIL-simulation now is to provide each sensor with appropriate
data. For this purpose special effect simulators have been built up which consist of a

computer component and a component to reproduce the physical environment (fig. 3b):

- Radar simulator:

Sicsulation of moving targets and jaheers in an anechoic chamber.

- Load torque simulator:

Generation of dynamic load torques at the fin shafts by an electro-hydraulic system.

- Notion simulator:

Realization of rotational motion by an electro-hydraulic three-axis flight table for
roll, pitch and yaw.

- Altimeter simulator:

Dynamic simulation of altitudes by delaying the radar signal.

- NIL-BUS-inter face :

Imitation of the carrier interface. The seeker interface is not used here.

_ ~ ... ............ 
. . . •
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As for the SIL there is a direct coupling of data between the CYBER and the missile com-puter using an interface for data recording.

Simulation programs on the CYsER-simulation computer control the complete test and the
data communication of the connected systems. They supply the effect simulators with
parameters for the simulation of the physical effects. A great part of these specialprograms are implemented in these microcomputers itself for computation time reasons.
To keep the realtime conditions all systems must also be synchronized to the timing of
the missile computer.
With this configuration it is possible to evaluate the dynamic behaviour of the whole
system. With the modular construction it is possible to replace a single actual compo-
nent by a computer model. Dynamic tests of single components will therefore be pos-
sible.
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Table 1 shows a summary of the computer models utilized in the HIL and SIL-simulation.

Used in
Model HIL SIL

Aerodynamic x x

Equations of motion x x

Propulsion system x x

Mass x x

Actuator control real x

Torques real -

SDP real + translatoric x

Altimeter real + heights > 12 m x

Seeker real x

Carrier-Interface real real

Carrier x x

Waves real x

Wind x -

Kinematic of targets/ real x
jammers

Radar real x

x - mathematical model

real = real hardware present / stimulated by effect simulators

Table 1: Models used in HIL and SIL

3. Conclusion

The SIL- and HIL-simulation equipments presented here allow the dynamic testing of
hardware and implemented software under realtime conditions. By variation of parameters
various environment conditions and various operational missions can be realized. In this
way a deeper knowledge of the system can be obtained and consequently a better prepara-
tion of necessary flight tests. The value of the thus reduced flight tests is thereby
increased. In turn the results of these trials validate and improve the computer models.

Altogether one achieves

- a systematic development procedure
- a quick accomodation of new and changed requirements
- a reduction of development risks
- an improved cost effictiveness.
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